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Abstract

I study a cheap talk model between a buyer and a seller with two goods for

sale. There is two-sided (independent) private information with sequential,

two-way communication. In the first stage, the buyer communicates her

private preferences to the seller. In the second stage, the seller communi-

cates the quality of the goods to the buyer. When the buyer’s preference is

about which attribute common to both goods she prefers, the seller strictly

benefits from the buyer communicating her preferences. Whereas when the

buyer’s preference is about which good she prefers, this is never the case.
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1 Introduction

Recommendations widely used in e-commerce. Before making a recommendation,

should a seller try and elicit a consumer’s private information? Consider the

following situation. A consumer is considering buying a new phone and is deciding

between the latest model from two different brands on offer from a seller. If

she does not purchase either of the phones, she can continue to use her current
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Munich (CRC TRR 190 Retreat 2021), HU Berlin, UCL and Milan (ESEM 2022) for their helpful
comments. I am also grateful for financial support from the German Research Foundation (DFG)
through CRC TRR 190 (Project number 280092119).

1



phone for which she has a (private) value.1 The seller is incentivised to make

a sale—prices are fixed and he gets a fixed profit if the consumer buys either

of the two phones and zero profit if the consumer does not make a purchase.

The seller privately knows the quality of each of the new phones. The consumer’s

valuation for each phone is a combination of the quality and her (privately known)

preferences. The seller can make a recommendation to influence the consumer’s

beliefs about quality. For example, he could say that brand X’s new phone is

better than brand Y’s—such a comparative statement makes it more likely that the

consumer purchases brand X and less likely that she purchases brand Y. However,

he is not able to provide hard evidence—so communication is only by cheap talk.

Before getting a recommendation, is it helpful for the seller to allow the con-

sumer to communicate her preferences (again by cheap talk)? This could be done,

for example, by allowing the consumer to type into a search bar. So a search for

‘brand X phones’ would indicate she is interested only in brand X phones. Learn-

ing the consumer’s preferences may hurt the seller because he is no longer able to

make credible recommendations. This happens if the consumer reveals that she is

only interested in one of the two brands on offer. Now the seller cannot credibly

communicate any information about the quality of that particular brand. How-

ever, communicating preferences may also be beneficial to the seller since it allows

him to make a recommendation that is more useful for the consumer. This hap-

pens when the quality of the phones consist of two attributes—e.g., camera quality

and battery life. Suppose the seller chooses an attribute and makes a comparative

statement, for example saying that brand X has the better camera. Now if he

wants to make a comparative statement about the battery he is biased towards

saying brand X has the better battery. In this respect he is limited in what he

can credibly recommend for the second attribute. This creates an opportunity for

the seller to benefit from communication by the consumer. If the consumer says

which attribute she is most interested in, the seller can make a recommendation

for the phone that is best for that particular attribute. This recommendation is

more helpful for the consumer (than a recommendation for a random attribute)

and ultimately increases the chance of a sale—which clearly benefits the seller.

I analyse a stylised model of the interaction described above between a buyer

and a seller with two goods for sale. The main results formalise the intuition

above and characterize the seller optimal equilibrium. When the buyer’s private

information is about which of the two goods she prefers, there is never any benefit

for the seller if the buyer is able to communicate her preferences by cheap talk.

1Throughout this article I use male pronouns for the seller and female pronouns for the buyer.
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This is in contrast to the case where the buyer’s private information is about

which attribute common to both goods she prefers. Here there is an equilibrium

in which the buyer can communicate about her preferences and in this equilibrium

the seller obtains a strictly higher payoff than the best equilibrium in a setting in

which the buyer cannot communicate. Furthermore, in the best equilibrium for

the seller, communication always takes a simple form with the buyer indicating her

preferred attribute, and the seller recommending the best good for that attribute

and revealing no information about the other attribute.

The intuition for the results are as follows. When the buyer’s private infor-

mation is about which good she prefers, to maximize the likelihood of a sale, the

seller wants to provide unbiased information by making a recommendation that

reveals all his private information—the true ranking of the goods. In this sense the

buyer and seller are aligned. However, the seller’s lack of commitment—since he

must communicate by cheap talk—means he will want to pander given his belief

about the buyer’s preferences. This means that typically he cannot credibly fully

communicate his private information. Instead he makes a biased recommendation.

So, to avoid the seller pandering, the buyer always wants to try and make the seller

believe she values both goods equally. However, the fact that the buyer wants to

do this regardless of her true preference means she, herself, cannot communicate

credibly. On the other hand, when the buyer’s private information is about her

relative preference across attributes, she can communicate which attribute she is

most interested in, thus allowing the seller to provide an unbiased recommendation

for that attribute. Note that the seller could still make a recommendation without

learning anything about the buyer’s preferences. Such a recommendation could

even credibly communicate (some) information about both attributes. However,

this would be less effective and ultimately lead to a lower likelihood of a sale.

To solve the model, I make use of the ‘securization’ tools developed in Lip-

nowski and Ravid (2020) who study an abstract cheap talk game where the sender

(seller) has state-independent preferences (as in my setting). Their results allow

me to find the seller’s maximum payoff from communicating with the buyer given

a belief he holds about the buyer’s preferences. This intermediate step is necessary

to solve my model in which the buyer communicates about her preferences before

the seller communicates.2

2Their paper also analyses the same buyer-seller set-up as an example to illustrate their
results. However, they only consider one way communication (from seller to buyer). They
characterise the (seller’s best) equilibrium for any symmetric distribution over good quality,
for any number of goods, but in the specific case where the buyer (ex ante) values all goods
equally. The buyer-seller set-up with cheap talk recommendations was originally proposed in
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The contribution of the paper is two-fold. First, my theoretical model provides

insights about online markets and in particular recommender systems. Second, my

model contributes to the theoretical cheap talk literature by considering a novel

setting: two sided (independent) private information with sequential, two-way

communication.

One reason a seller may want to elicit a consumer’s preferences is to overcome

search costs (Varian (2002)). A simple example is that if a consumer wants to

buy a new phone and visits a website selling electronics, it is beneficial for her

to indicate that she is searching for a phone. Doing so means that the website

can display phones and not other goods she is not interested in this reduces her

search costs and increases the probability of a sale. However, assuming that there

are no such search frictions to overcome—so the consumer can observe all the

relevant goods on offer—it is unclear if it is beneficial for the seller to elicit further

information.

To help users navigate a wide range of products, e-commerce employs rec-

ommender systems.3 Existing research on recommender systems, particularly

outside the economics literature, typically do not consider credibility of such

recommendations—that sellers may bias recommendations towards the most prof-

itable products. Instead they focus on how the system uses its information to

make the ‘best’ recommendation to fit the buyers preferences. When consumers

are aware that sellers may bias their recommendation, this affects their strategic re-

sponses. They will take this into account both when interpreting recommendations

and also what they communicate about their own preferences before receiving a

recommendation. In the cheap talk literature this is described as ‘pandering’ (Che

et al. (2013)). My model explicitly considers such pandering and provides insights

into the strategy of a firm when providing recommendations. How does pandering

affect the firm’s recommendations? When should it try and elicit consumer pref-

erences? And when would it be damaging to do so because its recommendations

become less credible?

Turning to theory, there has been little focus on cheap talk models with two-

way sequential communication which is how many economic interactions happen.

This is emphasised by the following quotation in a recent survey of the literature:

‘Economic models of communication have little to say about real conversations

– dynamic exchanges in which people take turns.’—Sobel (2013). I analyse a

model with two sided (independently drawn) private information and sequential,

Chakraborty and Harbaugh (2010).
3See Aggarwal (2016) for a recent textbook that details the various forms of algorithms used.

4



two-way communication. Within the environment I study, I identify when, in

equilibrium, both players communicate information that influences the decision

taken and when this improves the sender’s (seller’s) payoffs. To the best of my

knowledge, this type of cheap talk model has not been studied thus far. The

majority of the cheap talk literature focuses on a single round of cheap talk from

an informed sender to a receiver who takes a payoff relevant action (as in the

seminal model of Crawford and Sobel (1982)). Although there is also a growing

literature with multiple rounds of cheap talk, these primarily focus on models

with one sided private information and one-way communication or simultaneous

two-way communication.4 My model also makes use of the securitization tools of

Lipnowski and Ravid (2020), and to the best of my knowledge it is the first paper

to make extensive use of them and apply them in the context of pandering. I

discuss the related theoretical literature in Section 6.

The remainder of the paper is organized as follows. Section 2 introduces the

model. Section 3 discusses equilibrium selection and how to apply the methodology

of Lipnowski and Ravid (2020) to my model. Section 4 analyzes the model when

the good only has a single attribute and buyer’s private information is about which

of the two goods she prefers. Section 5 analyzes the model when the good has two

attributes and buyer’s private information is about which attribute she prefers.

Section 6 discusses the related literature. Section 7 provides some discussion and

concludes.

2 Model

In this section I describe the model and then discuss the assumptions. The main

parts of the paper focus on two cases which specialise the model. In Section 4,

I analyse when the buyer’s private information is about which good she prefers;

and in Section 5, I analyse when the buyer’s private information is about which

attribute she prefers. To ease exposition and streamline analysis, for the main

part of the analysis (Sections 4 and 5) I use the specific functional form for utility

given below. In Section 7, I discuss how the results extend to more general set-ups.

4For example, in Aumann and Hart (2003), sequential cheap talk is referred to as ‘polite talk’
to contrast it with simultaneous two-way cheap talk which is the main focus on their paper.
Krishna and Morgan (2004) demonstrates that two-way communication can improve outcomes in
the standard Crawford and Sobel (1982) setting, but this relies on simultaneous communication,
and given there is one-sided private information, information is only transmitted in one direction.
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2.1 Model set-up

Players, information and payoffs. There is a buyer (she) and a seller (he).5

The buyer faces a choice over two goods and an outside option. Denote the buyer’s

action by a ∈ A ≡ {a0, a1, a2}, where a0 represents taking her outside option and

a1 and a2 buying the respective good.

Each good has two attributes. Quality is negatively correlated across goods for

each attribute. Formally, quality is determined by two random variables (θ1, θ2) ∈
Θ ≡ {0, 1}2. For each attribute j = 1, 2: θj = 1 (θj = 0) means that good 1

has high (low) quality for that attribute and good 2 has low (high) quality. The

buyer has a preference parameter given by β = (βg, βa) ∈ [0, 1]2. As will become

clear below, these represent relative preferences across goods and across attributes

respectively. The buyer’s payoff depends on her preference parameter, the quality

of the attributes of the goods, and her outside option u0 ∈ [0, 1]:

U =


u1(θ, β) ≡ βg (βaθ1 + (1− βa)θ2) if a = a1,

u2(θ, β) ≡ (1− βg) (βa(1− θ1) + (1− βa)(1− θ2)) if a = a2,

u0 if a = a0.

Here βg represents the relative preference across goods—higher values of βg mean

a stronger preference for good 1; and βa represents the relative preference across

attributes—higher values of βa indicate a stronger preference for attribute 1.

Quality θ1 and θ2 are drawn independently and identically with Pr[θj = 1] =

Pr[θj = 0] = 1
2
, for j = 1, 2. The buyer’s preferences β are drawn from a distri-

bution F , with βg and βa having marginal distributions given by Fg and Fa. In

Section 4, I analyse the case where there is uncertainty on βg and Fa is degenerate;

and in Section 5, I analyse the case where there is uncertainty on βa and Fg is

degenerate. The buyer’s outside option is drawn from u0 ∼ U [0, 1].

The seller’s payoff is state independent—it simply depends on whether or not

the buyer buys one of the goods:

V =


1 if a = a1,

1 if a = a2,

0 if a = a0.

5In most of the cheap talk literature, the seller would be the ‘sender’ or the ‘expert’ and the
buyer would be ‘receiver’ or the ‘decision maker’.
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Timing. The timing of the game is as follows:

1. The buyer privately learns the realisation of β, and the seller privately learns

the realisation of θ;

2. The buyer sends a message mb ∈Mb to the seller;

3. The seller sends a message ms ∈Ms to the buyer;

4. The buyer learns the value of her outside option u0;6

5. The buyer takes an action, a ∈ A ≡ {a0, a1, a2}: her outside option (a0) or

one of the two goods (a1) and (a2);

6. The players get their payoffs and the game ends.

Strategies. The buyer’s strategy is to choose i) a messaging strategy that maps

her preference to a message mb : [0, 1]2 → ∆Mb and ii) an action strategy that

maps her preferences, her message, and the message of the seller to a choice over

goods: a : [0, 1]2 ×Mb ×Ms → A.7 The seller’s strategy is to choose a mes-

saging strategy that maps the state θ and the buyer’s message to a message:

ms : {0, 1}2 ×Mb → ∆Ms. I refer to the seller’s strategy as an (information)

policy.

Beliefs. The seller updates his belief over β to F̂ (mb) ∈ ∆[0, 1]2 following the

message of the buyer mb ∈ Mb. Following the message of the buyer ms ∈
Ms and her own message mb ∈ Mb, the buyer updates her belief over θ to

µ(mb,ms) =
(
µ1(mb,ms), µ2(mb,ms)

)
where µ1(mb,ms) ≡ Pr[θ1 = 1|mb,ms] and

µ2(mb,ms) ≡ Pr[θ2 = 1|mb,ms].

Equilibrium. The solution concept is perfect Bayesian equilibrium. I allow for

sufficiently rich spaces of messages Mb and Ms. I rule out equilibria in which

different messages have the same meaning. Formally, this means that in every

subgame where there is communication, there cannot be two messages played

with positive probability that result in the same posterior belief.8

6In Section 7 I discuss how results are unchanged if this happens at step 1. The current
timing helps ease exposition.

7I restrict the buyer’s action to pure strategies to ease notation, but this restriction does not
affect the analysis in any substantive way. This is due to the continuously distributed outside
option u0.

8Note that this is a standard assumption and equilibria that are ruled out are payoff equivalent
to an equilibrium that is not ruled out. See Section 4 of Sobel (2013) for a discussion.
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2.2 Discussion of model

Multi-product seller. I have assumed that the seller has two goods for sale,

this is the simplest model that allows for credible recommendations. With only a

single good there is no opportunity for influential cheap talk communication from

seller to buyer—this insight follows from Chakraborty and Harbaugh (2010).

Buyer’s preferences. I have assumed a specific, but natural, functional form

for the buyer’s preferences.9 The formulation I have employed imposes three nega-

tive correlations: i) perfect negative correlation in preferences across attributes, ii)

perfect negative correlation in preferences across goods, and iii) perfect negative

correlation in attribute quality across goods. This means that there are only two

quality parameters and two preference parameters to keep track of allowing me

to focus attention on the key economic forces. In Section 7, I consider a more

general functional form for u1 and u2 and demonstrate that this does not affect

the results when preferences are across goods (Section 4).10 The perfect negative

correlation for horizontally differentiated goods is a simplifying assumption is used

elsewhere in the cheap talk literature (Inderst and Ottaviani (2012) and Chung

and Harbaugh (2019)) and in the information design literature (Armstrong and

Zhou (2022)). The assumptions also mean that there is no aggregate uncertainty

on the quality of the goods. In Section 7, I discuss how introducing aggregate un-

certainty in the quality does not affect results when preferences are across goods

(Section 4).

Hard versus soft information. I have assumed that the buyer’s information is

‘soft’, so she must communicate by cheap talk. In contrast, some information, for

example whether to allow a website to use cookies is ‘hard’ information. In prac-

tice a consumer has both types of information. I do not explicitly model disclosing

hard information, but my set-up can be thought of as having the hard informa-

tion already being revealed and the buyer choosing whether to communicate the

remaining soft information.

9An alternative formulation would be a ‘standard’ random utility model with

ui = β1θ1i + β2θ2i + εi.

For example, such a utility function is used in a related paper Chakraborty and Harbaugh (2014).
10Specifically, I consider a more general function u1 (u2) which is increasing (decreasing) in

both βg and θ, (weakly) convex in the first argument, and is such that the two arguments are
compliments.
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Prices. I have assumed that there are no pricing decisions for the seller. In

many situations sellers cannot price discriminate, but can personalised recom-

mendations given to an individual buyer. This happens both in e-commerce and

with a salesperson in a ‘brick and mortar’ store.

3 Preliminaries

3.1 Equilibrium selection

As in all cheap talk games, there will typically be multiple equilibria.11 To select

an equilibrium, consistent with much of the literature, I use the seller preferred

equilibrium. The equilibrium selection is discussed further in Section 7.

Definition 1. Seller preferred equilibrium: An equilibrium which maximises

the seller’s expected utility among the set of possible equilibrium payoffs.

The key economic question of interest of the paper is whether, in equilib-

rium, there can be benefits from the buyer communicating information about her

preferences, β. In order to formalise this I define a property of the equilibrium:

Definition 2. Persuasive equilibrium with buyer communication: An

equilibrium in which the seller gets a strictly higher payoff compared to a (seller

preferred) equilibrium where the message space of the buyer is restricted to a single

message: |Mb| = 1.

I am interested in whether the (seller preferred) equilibrium is a persuasive

equilibrium with buyer communication—this is an equilibrium in which the seller

gets a strictly higher payoff compared to a game where the buyer is not able to

communicate.12

3.2 Solving the seller’s problem using the ‘Securability

Theorem’

Before analysing the specific cases described above, I start by discussing how

to find the seller’s optimal policy for a given belief he holds about the buyer’s

11Existence is never a problem in cheap talk games since there always exists a ‘babbling equi-
librium’ in which all messages are played by all types with equal probability and no information
is transmitted.

12Or equivalently, to an alternative equilibrium where in the first round of communication the
buyer chooses an uninformative message (a babbling equilibrium).
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preferences, F̂ . To do this, I will introduce some additional notation and discuss

how to characterise the maximum value that a sender (seller) can obtain in a cheap

talk game where his preferences are state-independent. This methodology follows

from Lipnowski and Ravid (2020) (henceforth, LR).13

Define v(µ, F̂ ) as the seller’s expected payoff for a given buyer posterior belief

µ ∈ ∆Θ and belief that the buyer has preferences β ∼ F̂ .14 Let p be an infor-

mation policy, and s to be some possible seller payoff. A policy p secures s if

Pr
{
µ : v(µ, F̂ ) ≥ s | p

}
= 1, and that s is securable if an information policy exists

that secures s. Informally, a payoff s is securable if there is some information

policy for which the worst payoff in its support is at least s.

Theorem 1 (Lipnowski and Ravid (2020)). Suppose s ≥ v(µ0, F̂ ). Then, an

equilibrium inducing a seller payoff s exists if and only if s is securable.

The policy p that secures s need not be an equilibrium policy. The intuition

behind the result is that if such a (non-equilibrium) policy p secures s, then the

seller strictly prefers some message over the message that obtains payoff s. How-

ever, the value of the preferred message can be lowered to s by adding states that

are closer to the prior. This is demonstrated in Example 1 below.

Note that the theorem does not provide any information about what the seller’s

optimal policy is. In order to find a policy in a seller preferred equilibrium, I make

use of this theorem by using it to find an upper bound on the set of equilibrium

payoffs. If an (equilibrium) policy that achieves the highest securable payoff is

found then this is clearly in the set of seller preferred policies.

4 One attribute: Buyer’s preferences are across

goods

In this section the buyer has private information about her relative preference

across goods. I maintain the following assumption throughout this section.

Assumption 1 (Buyer uncertainty is about preference over goods). Fa is

degenerate such that Pr[βa = 1] = 1.

13As they note, their model and results extend to games where the receiver (buyer) has private
information that is not correlated with the sender’s private information.

14The seller anticipates the buyer’s best response given her belief. This is used to compute
the seller’s expect payoff.
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Figure 1: The seller’s value in Example 1 as a function of his belief in gray. The
blue dots are the two posterior beliefs from each message and the corresponding
value/prob of sale in the equilibrium policy.

This means that the uncertainty about the buyer’s preferences can only be about

βg. The buyer’s preferences simplify to:

u1(θ, β) = βgθ1,

u2(θ, β) = (1− βg)(1− θ1).

Note that with this utility function, the assumption on the prior that Pr[θ1 =

1] = 1
2

is without loss. If this is relaxed, then βg can be re-weighted accordingly.

4.1 Seller communication

I start by considering the communication from the seller to the buyer, taking

the seller’s beliefs about the buyer’s preferences as given. First, I build intuition

with a simple example where there is no uncertainty on how much the buyer

values each good. Then, I provide a lemma that characterises the seller’s value

given any belief over the buyer’s preferences. I use this to construct the seller’s

(unique) information policy that gives this payoff. Finally, I discuss the intuition

for the seller’s behavior that occurs in equilibrium and in particular how he panders

towards one good.

Example 1 (No uncertainty on buyer preferences). Fg satisfies the follow-

ing: Pr[βg = 3
5
] = 1. This means there is no uncertainty on the preferences of the

buyer. Clearly, given that the buyer does not have any private information, there
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is no persuasive equilibrium with buyer communication. However, this will be a

useful benchmark to analyse. With no communication, the buyer will value good

1 more than good 2 and obtains utility u1 = 3
10

if she chooses a1. This means she

buys a good with probability 3
10

, which is the seller’s payoff. The seller can im-

prove his payoff by making a recommendation which influences the buyer’s beliefs.

Suppose she sent a message fully revealing the value of θ1, so

ms =

{
ms

1 if θ1 = 1,

ms
2 if θ1 = 0.

If the buyer updated her beliefs given the information policy above, she buys good

i when she received the message ms
i . This means she buys a good with probability

1
2
× 3

5
+ 1

2
× 2

5
= 1

2
. However, notice that this is not an equilibrium because regardless

of the value of θ1, the seller strictly prefers to send the message ms
1 and pander

towards the good that the buyer prefers. Although this is not an equilibrium, the

policy above secures a payoff of 2
5

which is strictly greater than when there is no

communication. To obtain this payoff in equilibrium, the seller degrades the value

of sending ms
1, by sending this message when θ1 = 0 with some probability. He

does this so that Pr[θ1 = 1|ms
1] = 2

3
. This means that the buyer buys with a lower

probability of 2
5
. In Figure 1 I depict the seller’s value (or probability of sale) as

a function of the posterior belief of the buyer. Below I also prove that 2
5

is the

seller’s highest payoff and that this is uniquely achieved with the equilibrium policy

above.

Now I consider general distributions Fg with uncertainty over βg. Denote the

seller’s belief that the buyer’s preferences over goods βg are distributed by F̂g.

Let the buyer’s belief over θ1 be given by µ1 where µ1 ≡ Pr[θ1 = 1|mb,ms]. The

seller’s value function is:

v(µ1, F̂g) =

∫
βg

max {βgµ1, (1− βg)(1− µ1)} dF̂g(βg).

Note that max {βgµ1, (1− βg)(1− µ1)} is a convex function. Since the sum of

convex functions is also a convex function, the seller’s value function is convex.

This means it attains a maximum at one of the end points µ1 = 0 or µ1 = 1 (as,

for example, is the case in Figure 1).

If

min
{
v(0, F̂g), v(1, F̂g)

}
≥ v

(
1
2
, F̂g

)
,

12



the policy of fully revealing the state secures the seller a payoff of

min
{
v(0, F̂g), v(1, F̂g)

}
.

Since the value function is convex it is clear that it is not possible for any policy

to secure a strictly higher payoff. If

min
{
v(0, F̂g), v(1, F̂g)

}
< v

(
1
2
, F̂g

)
,

the policy of not revealing any information secures the seller a payoff of

v
(

1
2
, F̂g

)
.

Again, since the value function is convex it is clear that it is not possible for any

policy to secure a strictly higher payoff.

Given the analysis above, the seller’s value is summarised in the following

lemma:

Lemma 1. If the seller has a belief that βg has distribution F̂g and the buyer has

a belief µ0 over θ1, then the seller’s expected payoff in equilibrium is

v̂(µ0, F̂g) = max

 v
(

1
2
, F̂g

)
,

min
{
v
(

1, F̂g

)
, v
(

0, F̂g

)}  .

As a corollary, returning to Example 1, where F̂g = Fg is degenerate at βg = 3
5
,

it is confirmed that the seller obtains a value of 2
5

which can be uniquely achieved

by the policy described—uniqueness follows from the argument below.

Now I construct an equilibrium seller policy for a general distribution F̂g. In

what follows I assume that β̂g ≡ EF̂g
[βg] ≥ 1

2
.15 When

v
(

1
2
, F̂g

)
≥ min

{
v
(

1, F̂g

)
, v
(

0, F̂g

)}
,

the seller does not provide any information. Whereas when

v
(

1
2
, F̂g

)
< min

{
v
(

1, F̂g

)
, v
(

0, F̂g

)}
,

The policy will take a similar form to the one in Example 1. The message space

15When β̂g <
1
2 there is an analogous policy with the messages switched around.
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is Ms = {ms
1,m

s
2} and the probability of sending each message given θ1 is

Pr[ms = ms
1|θ1 = 1] = 1,

Pr[ms = ms
1|θ1 = 0] =

1− µ̄1

µ̄1

,

where µ̄1 is chosen to ensure the seller is indifferent between sending each message

when θ1 = 0. This induces posterior probabilities

Pr[θ1 = 1|ms = ms
1] = µ̄1,

Pr[θ1 = 1|ms = ms
2] = 0.

Following ms = ms
i , the buyer will either buy good i or take her outside option.

To ensure that the seller is indifferent between sending each message when θ1 = 0,

µ̄1 satisfies the following equation:

v(0, F̂g) = v(µ̄1, F̂g). (4.1)

The behavior of of the seller in equilibrium can be summarised as follows.

If the prior on the buyer’s preferences are sufficiently skewed towards one good,

then there is no communication. If this is not the case then the seller panders

towards the good that the buyer is more likely to be interested in. In particu-

lar, when the seller learns that this good has high quality he always recommends

this good. When he learns that this good has low quality, he still sometimes rec-

ommends this good. This means that when receiving a recommendation for the

good that she knows she was more likely to be interested in, the buyer discounts

this recommendation since she knows that the buyer was pandering towards this

good. The concept of pandering in cheap talk is well known in the literature (Che

et al. (2013)).16 The results in this section demonstrate how the securitization

tools in Lipnowski and Ravid (2020) can be applied to study pandering in cheap

talk games with state independent preferences. Next, I use these results to anal-

yse the full game where the buyer can communicate before the seller makes a

recommendation.

16Che et al. (2013) consider a model where the sender (seller) has state dependent preferences.
Closer to my model, Chung and Harbaugh (2019) consider a model where pandering occurs with
state independent preferences.
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4.2 Buyer communication

Now I consider the first stage of communication—from the buyer to seller. First, I

analyse the buyer’s preferences over different information policies. Then, I provide

the main result of this section (Proposition 1). This shows quite generally that the

equilibrium is not a persuasive equilibrium with buyer communication—meaning

that the the seller never strictly benefits from the buyer communicating about her

preferences.

In order to analyse the buyer’s incentives, it is necessary to obtain the buyer’s

payoff given a preference βg and an information policy µ̄1 from the seller. First, I

define

I(x) ≡ x+ 1
2
(1− x)2 = 1

2
(1 + x2) (4.2)

as the buyer’s expected payoff (before learning her outside option) when the val-

uation of the more valuable good is x.

For a buyer with preference βg ∈ [0, 1] and for a policy with µ̄1 ∈ [1
2
, 1] (and

continuing to assume that β̂g ≥ 1
2
) the buyer’s expected payoff is given by

u(µ̄1, βg) =
2µ̄1 − 1

2µ̄1

I (1− βg) +
1

2µ̄1

I (µ̄1βg) .

This can be simplified to

u(µ̄1, βg) = 1
2

+
2µ̄1 − 1

2µ̄1

(1− βg)2 + 1
2
µ̄1β

2
g .

17 (4.3)

The buyer’s utility is strictly increasing in µ̄1 for any βg. This is intuitive, higher

µ̄1 gives her better information with the best policy always being µ̄1 = 1 meaning

that the seller is fully revealing the state. So regardless of her preferences, the

buyer would like to induce a belief that her preference is βg = 1
2

and get all the

information from the seller’s recommendation. Next I state the main result of this

section.

Proposition 1. Under Assumption 1 (so buyer uncertainty is about preference

over goods), the (unique seller preferred) equilibrium is never a persuasive equilib-

rium with buyer communication.

Formal proofs are all in the Appendix. The main steps of the proof and

intuition are summarised as follows: First, I show that there cannot be more

than one message sent in equilibrium which leads to expected beliefs either all

17A similar expression can be obtained for β̂g <
1
2 .

15



above or all below 1
2
. If this was the case clearly they would need to induce

the same informational policy (summarised by µ̄1)—if not the buyer would have

a strict incentive to send only one of the messages. I show that when all such

messages induce the same informational policy, these messages can be replaced

by a single message and not affect the seller’s payoff. Second, I show that in the

seller preferred equilibrium there cannot be two messages sent where one message

leads to an expected belief above 1
2

and the other to an expected belief below 1
2
.

The reason is that an equilibrium constructed by combining these two messages

into a single message leads to an expected belief closer to 1
2

and on average results

in more information being communicated by the seller—and thus a higher payoff

for the seller.

5 Two attributes: Buyer’s preferences are across

attributes

In this section the buyer has private information about her relative preference

across two different attributes common to both goods. I maintain the following

assumption throughout this section.

Assumption 2 (Buyer uncertainty is about preference over attributes).

Fg is degenerate such that Pr[βg = 1
2
] = 1.

This means that the uncertainty about the buyer’s preferences can only be about

βa. The buyer’s preferences simplify to:

u1(θ, β) = 1
2

(
βaθ1 + (1− βa)θ2

)
,

u2(θ, β) = 1
2

(
βa(1− θ1) + (1− βa)(1− θ2)

)
.

Note that the assumptions mean that ex ante the buyer has an equal valuation

for the two goods. I discuss relaxing this assumption at the end of this section

and provide a formal result in Appendix B.

As in Section 4, I begin with some simple examples to build intuition. First,

I illustrate the link to the previous analysis by considering when there is no un-

certainty on βa. Then, I consider when there is uncertainty on βa, but only with

‘extreme’ values βa ∈ {0, 1}. Here there is no tradeoff between recommendations

on the two attributes and the seller can still fully reveal the state. Next, I intro-

duce an intermediate type βa = 1
2

that creates a friction in the seller’s ability to

communicate and illustrates the value of the buyer’s communication. Finally, I
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present the main result of this section (Proposition 2). This result shows that quite

generally, the equilibrium is a persuasive equilibrium with buyer communication,

and that it always takes a very simple form.

Example 2 (No uncertainty on the preferences of the buyer). Fa satisfies

the following: Pr[βa = 1
2
] = 1. As in Example 1, this means there is no uncertainty

on the preferences of the buyer. Furthermore, what matters is the total value across

both attributes: θ1 + θ2. With no information, the buyer values both goods equally

with utility 1
4
. To find the optimal policy, consider the value function of the seller

depicted in Figure 2. This is plotted in the two dimensional space below with the

two axis being µ1 ≡ Pr[θ1 = 1] and µ2 ≡ Pr[θ2 = 1].

Figure 2: Value function (v
(

(µ1, µ2), F̂a

)
) for Example 2.

The following policy secures a payoff of v
(

(1, 1
2
), F̂a

)
= 3

8
:

ms =

{
ms

1 if θ1 = 1,

ms
2 if θ1 = 0.

The two posterior beliefs are indicated in Figure 2 by the blue dots. Effectively,

this recommends the best good for attribute 1, and provides no information for

attribute 2. I verify below that there is no policy that secures a higher payoff.

Next I provide a lemma—a generalisation of Lemma 1 in the one attribute

case—that can be applied to this specific example and will also be used for the

more general results below. Recall that any payoff that the seller can secure (as

defined in Theorem 1) is a payoff that the seller can achieve with some equilibrium

policy. Thus the maximum value that he can secure, is his payoff in the seller

preferred equilibrium.
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Figure 3: The blue dots represent the posteriors from the policy that secures

v
(

(1, 1
2
), F̂a

)
.

Lemma 2. For any posterior belief over βa, F̂a, the maximum payoff the seller

can secure is

v̂(µ0, F̂a) = max
{
v
(

(1, 1
2
), F̂a

)
, v
(

(1
2
, 1), F̂a

)
, v
(

(1, 0), F̂a

)}
.

The key intuition is that Bayes plausibility prevents the seller from securing a

higher payoff. In Figure 2, the regions where the seller achieves a strictly higher

payoff are in the right and left corners—these correspond to one good being better

for both attributes, (µ1, µ2) = (0, 0) or (1, 1). However, there is no policy for which

the posteriors of all messages lie in these two regions.

I illustrate the policies that secure these payoffs for the seller. When

max
{
v
(

(1, 1
2
), F̂a

)
, v
(

(1
2
, 1), F̂a

)
, v
(

(1, 0), F̂a

)}
= v

(
(1, 1

2
), F̂a

)
,

the policy depicted in Figure 3 secures this payoff and is also an equilibrium: it

recommends the best good for attribute 1.18

When

max
{
v
(

(1, 1
2
), F̂a

)
, v
(

(1
2
, 1), F̂a

)
, v
(

(1, 0), F̂a

)}
= v

(
(1, 0), F̂a

)
,

18The case where max
{
v
(

(1, 12 ), F̂a

)
, v
(

( 1
2 , 1), F̂a

)
, v
(

(1, 0), F̂a

)}
= v

(
( 1
2 , 1), F̂a

)
is

similar—the policy recommends the best good for attribute 2, and reveals nothing about at-
tribute 1.
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Figure 4: The blue dots represent the posteriors from the policy that secures

v
(

(1, 0), F̂a

)
.

the policy depicted in Figure 4 secures this payoff, however apart from when

βa only takes extreme values (as will be the case in Example 3), this is not an

equilibrium. The policy completely reveals the state.

A typical example of an equilibrium policy is depicted in Figure 5. This policy

recommends the best policy for attribute 1. For attribute 2 it makes a recommen-

dation biased towards recommending the good that was not recommended for

attribute 1.

Returning to Example 2, the lemma verifies that the seller has a payoff 3
8

in

equilibrium. Next, I continue to build intuition by going through examples where

there is uncertainty on βa.

Example 3 (Buyer has only ‘extreme’ preferences). Fa satisfies the follow-

ing: βa ∈ {0, 1}, and Pr[βa = 0] = p ∈ (0, 1). There is now uncertainty on the

buyer’s preferences over attributes. In particular, the buyer now only values one of

the two attributes. However, the (seller preferred) equilibrium is not a persuasive

equilibrium with buyer communication. The seller’s optimal policy is to recom-

mend best good for each attribute—meaning he fully reveals the state (as in Figure

4). It is straightforward to show that this is an equilibrium, and clearly given that

the state is fully revealed and the buyer’s probability of buying is maximised, it is

the optimal policy. To verify that this is optimal using Lemma 2, note that the re-

sult implies that the seller’s value is v
(

(1, 0), F̂a

)
= 1

2
. This is the payoff achieved

by the policy of fully revealing the state.
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Figure 5: The blue dots represent the posteriors from the equilibrium policy that

secures v
(

(1, 0), F̂a

)
. This completely reveals attribute 1, and partially reveals

attribute 2.

In Example 3 there is no benefit from the buyer communicating her preferences

before receiving the recommendation—the recommendation already fully reveals

the state of the world. However, it turns out that this is a special case since the

buyer’s extreme preferences do not prevent the seller from communicating fully

about both attributes. To see this, I introduce a final example with a preference-

type (βa = 1
2
), who values both goods.

Example 4 (Buyer has a richer set of preferences). Fa satisfies the following:

βa ∈
{

0, 1
2
, 1
}

, and Pr[βa = 0] = Pr[βa = 1] = p ∈ (0, 1
2
). Under this assumption,

the equilibrium will be a persuasive equilibrium with buyer communication. The

key idea is that, compared to Example 3, there is now a friction in the seller

communicating the state to the buyer and that the buyer can alleviate this friction

by communicating her preferences. Consider when p is close to 1
2
. It is likely

that the buyer has a preference for just one attribute, and it is unlikely he just

wants to buy the best good overall—so it is ‘close’ to Example 3 where there were

only extreme preferences. Consider what happens if the seller tries to use the

same policy as before—recommending the best good for each attribute. Suppose

for attribute 1, he recommends good 1. Then when making a recommendation for

attribute 2 he is no longer indifferent between recommending good 1 and good 2—

he has a strict preference to recommend good 1. The reason is that it is possible the

buyer has a preference for the best good overall (βa = 1
2
), and so if both attributes

are better for one of the two goods—in this case good 1—then this increases the
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probability of a sale. So by revealing her preferences, the buyer allows the seller to

make a more effective recommendation that improves the seller’s payoff.

Now I consider a general distribution of Fa. I fully characterise the buyer and

seller’s communication in the seller optimal equilibrium. Furthermore, I show that

under some mild assumptions, the equilibrium is always a persuasive equilibrium

with buyer communication.

Assumption 3. The support of Fa is not contained in either [0, 1
2
], [1

2
, 1] or {0, 1}.

The assumption means that with positive probability each of the two attributes

is potentially more important for the buyer. It also rules out the extreme case of

Example 3, where the buyer has extreme preferences and she is interested only in

one of attributes.

Proposition 2. If the distributional Assumption 3 is satisfied, then all (seller

preferred) equilibria are persuasive equilibria with buyer communication. There is

an equilibrium that takes the following form:

• the buyer sends the message mb
1 if βa ≥ 1

2
and mb

2 if βa <
1
2
;

• following the message mb
j, the seller sends the message ms

1 if θj = 1 and ms
2

if θj = 0.

Furthermore, the equilibrium above is unique if and only if Pr[βa = 1
2
] = 0.

If Assumption 3 is not satisfied then no equilibrium is a persuasive equilibrium

with buyer communication.

In words, the equilibrium takes the following form. The buyer reveals which

attribute she is more interested in, but not by how much more she is interested

in that attribute. The message mb
j can be interpreted as saying: ‘I am more

interested in attribute j, tell me which good is better for this attribute.’ Then the

seller’s policy fully reveals the best good for that attribute, and nothing about the

other attribute.19 This can be interpreted as the buyer saying: ‘For the attribute

you are most interested in, this is the best good.’

The formal proof is again in the Appendix, here I will discuss the intuition. If

the seller has a belief that the buyer’s preference is definitely towards one of the two

19Note that in Example 2, the buyer does not use this strategy for her messages. However,
note that the equilibrium described is payoff equivalent (for both players) to one in which when
βa = 1

2 , the buyer randomises between reporting βa = 0 and βa = 1.

21



attributes—so the updated belief F̂a has support either above or below βa = 1
2
—

then the seller’s optimal policy is just to fully reveal that attribute.20 Of the two

attributes, the seller clearly benefits more from revealing information about the

more favoured attribute. Once he has fully revealed about that attribute, he is

completely biased on the other attribute—he wants to recommend the same good

as for the favoured attribute. This means he cannot reveal any information about

this attribute. In order to see why the buyer’s communication is to just reveal

which attribute she prefers, it is straightforward that given the choice, the seller

benefits from the buyer learning about the attribute she is most interested in.

What is more subtle is why in equilibrium there is not a group of ‘moderate’ types

close to βa = 1
2

who do not pool and learn about both attributes from the seller.

In fact, this is the case in Example 4 for the type βa = 1
2
, however it will never be

the case for any other type. The reason is that buyers (other than type βa = 1
2
)

learn more from just learning about their preferred attribute, rather than from

the seller’s optimal policy when types above and below 1
2

pool. In the latter case,

the buyer learns about both attributes, but not everything about the attribute

she is most interested in. More formally, I make use of Lemma 2. I show that the

maximum payoff the seller can achieve if he could choose any information structure

(distribution over posterior beliefs) over βa is precisely the one described above—

simply whether βa is above or below 1
2
. Clearly, if this information structure

corresponds to an equilibrium—meaning it is incentive compatible for the buyer

to report her type βa truthfully—then this is the seller preferred equilibrium.

This can be seen graphically in Figure 6. Here I depict the seller’s value

from the different beliefs in Lemma 2 for all possible values of βa. Recall that

the the beliefs in Lemma 2 give the maximum value the seller can achieve from

communication. Notice how for βa ∈
[

1
2
, 1
]

the value function v
(
(1, 1

2
), βa

)
gives

the highest value for the seller; and for βa ∈
[
0, 1

2

]
this is reversed so v

(
(1

2
, 1), βa

)
gives the highest value for the seller.

Under Assumption 3 in the equilibrium described, the buyer will send the

message indicating a preference towards attribute 1 and 2 both with positive

probability. Furthermore, since this equilibrium is the seller preferred equilibrium

and gives the seller a strictly higher payoff than when the buyer does not com-

municate, the equilibrium is a persuasive equilibrium with buyer communication.

To see why Assumption 3 is necessary for the equilibrium to be a persuasive equi-

librium with buyer communication, consider the cases that it rules out. First,

20Note that given the buyer’s preferences, this is better for the seller than revealing the ‘best’
good overall.
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there is the case as Example 3 where the buyer only has extreme preferences and

there is no friction in communication about two attributes. Second, there is the

case where the support of Fa is either contained in [0, 1
2
] or [1

2
, 1]. In this case

the buyer is always interested in the same attribute and so the equilibrium is not

a persuasive equilibrium with buyer communication—she always sends the same

message.

The assumption that the buyer values both goods equally has simplified the

analysis in this section. It is natural to ask how the results extend when this

assumption is relaxed. In Appendix B I consider what happens when the buyer

values one good more (but maintain the assumption that there is only uncertainty

on the buyer’s preferences across attributes). I show that if Fa is such that the

support is sufficiently ‘close’ to βa = 1
2

(i.e. ruling out extreme preferences) and

that she does not have a strong preference towards either good, then the seller

preferred equilibrium takes a similar form to Proposition 2. The buyer sends a

message that indicates which attribute she is most interested in. Then the seller

makes a recommendation based on this information. However, the recommenda-

tion is slightly more nuanced than before. The seller recommends the best good

for the attribute the buyer communicated about with a bias away from the good

that the buyer prefers. The seller’s recommendation also communicates partial

information about the buyer’s less preferred attribute. The strategy is described

more formally in Appendix B.
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6 Related literature

The baseline model with one sided private information—a single attribute and the

buyer having known and equal preferences over the two goods—was first analysed

in Chakraborty and Harbaugh (2010). LR apply the securitization tools they

develop for more general state-independent cheap talk games to find the sender

(seller) optimal equilibrium in the buyer-seller game. As discussed above, I also

make use of these tools in the setting I study. Chakraborty and Harbaugh (2014)

build on the example in their earlier paper to analyse a model in which a seller

has a single good with multiple attributes. They focus on the potential value of

‘puffery’—promoting one attribute over another. Their model does not consider

a seller with multiple goods like I do, and in their model the buyer always has a

strict preference for privacy.

Another paper that considers whether consumers benefit from having less pri-

vate information is Gardete and Bart (2018). They study a model in which a seller

(sender) tries to persuade a buyer (receiver) to purchase a good. The buyer and

seller have partially aligned preferences—the seller always wants to make a sale,

but more so when the match value is higher. The seller may have some information

about the buyer’s preferences. The question the paper considers is how much in-

formation is best? An intermediate level is optimal for the seller. Too much leads

to recommendations not being credible. However, for the buyer, no information is

optimal. A number of recent papers have considered whether a consumer (buyer)

would want to communicate with a seller. For example, see Ali et al. (2020) and

Hidir and Vellodi (2021). However, both of these papers consider a seller who is

uninformed and can price discriminate. My model considers this question from

a different perspective, when prices are fixed, but the seller has information that

helps the buyer make the best decision.

As discussed in the introduction, there are very few papers where there are

multiple rounds of cheap talk in a ‘back-and-forth’ manner between two privately

informed players. Much of the literature on two way communication has either

one-sided private information and/or simultaneous communication (Forges (1990),

Krishna and Morgan (2004), Golosov et al. (2014)). A paper that has two way

sequential communication is Chen (2009). However, this paper studies a model

in which there is a one dimensional state of the world (as in Crawford and Sobel

(1982)), and both players get a (private) informative signal about this—meaning

that the private information is correlated.21 A recent paper that has two way

21Moreno de Barreda (2013) and Lai (2014) also have two sided private information where
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and sequential communication is Antic et al. (2020), however, this has a different

focus since the two players have aligned interests and want to minimise what a

third player, an outside observer, learns from their communication.22 A number

of other earlier papers point out that with one-way, one-shot cheap talk commu-

nication, if the receiver (seller) has private information this may facilitate com-

munication where otherwise it would not be possible—see Seidmann (1990) and

Watson (1996).

Finally, the analogue of my model in a setting with full commitment is studied

in Kolotilin et al. (2017). They consider a model of Bayesian persuasion with a

privately informed receiver. They show there is no benefit to the sender if he

conditions the message (information structure) on a report made by the receiver.

Their result relies on a binary decision based on linear preferences for the receiver

and the sender having state-independent preferences.

7 Discussion and concluding remarks

7.1 State space and preferences

In order to make progress with the novel communication protocol I am interested

in, I have considered a specific setting where the sender/seller has state indepen-

dent preferences allowing me to leverage the securitization tools of LR. I have also

assumed the simplest possible form for the state space of θ. These assumptions

allow me to provide clear conditions under which both players benefit from the

decision maker/buyer communicating before the sender/seller.

In the one attribute case (Section 4), the results remain unchanged with ag-

gregate uncertainty. Suppose that the model is changed such that θ1 = (θg, θq) ∈
{0, 1} × [0, 1], where the first component represents the good with the best qual-

ity as before, and the second component, drawn independently, is the quality of

the best good. It is straightforward that the seller cannot communicate anything

in the second dimension since she would always want to inflate this as much as

possible. For distributions over more general state spaces Θ, the model becomes

less tractable because it is challenging to characterise the optimal policy.23

information is correlated.
22In a recent theoretical and experimental paper Burdea and Woon (2021) study two way

communication but with only one sided information. Their results rely on some sender’s being
‘truthful’ types, who do not choose messages ‘strategically’.

23For example, in the analysis of the buyer-seller example in LR, they focus on the case where
the goods are symmetrically distributed. Introducing a known bias towards one of the two goods
(so no uncertainty for the seller) poses a technical challenge and it is unclear what the seller’s

25



Furthermore, in the one attribute case the main result (Proposition 1) remain

unchanged if more general preferences are considered. These preferences and the

accompanying analysis are in Appendix B. Intuitively these still ensure that all

buyer types want the seller to believe that the buyer has no bias towards either

good—such a belief induces the seller to fully reveal θ.

One further natural consideration is the possibility that the seller might have a

preference over which good he is able to sell—for example, he gets paid a different

commission for each good. If this preference is public, then as long as there is not

a large difference in the preference towards one good, the results will remain qual-

itatively unchanged—it is similar to changing the preference of the buyer towards

each good, βg. However, in reality, it might be the case that the seller’s prefer-

ences are privately known—as a consumer, one might be unsure what commission a

salesperson gets for selling a specific good. In Chakraborty and Harbaugh (2010),

such a possibility is discussed in their Online Appendix. They show that their

results—that there exists an informative equilibrium in the one way communi-

cation game—are robust under ‘almost certain motives’. Loosely speaking, this

means that the prior the buyer has over the seller’s ‘type’ is almost degenerate.

I do not model this formally within my framework, but expect that my results

would remain qualitatively unchanged with a small amount of uncertainty in the

seller’s payoffs.

7.2 Buyer preferred equilibrium

I have focused on the seller preferred equilibrium throughout. This facilitated

analysis by allowing me to leverage the tools of LR. This also makes sense for the

applications. In online interactions between a buyer and an e-commerce site, the

seller typically determines the form of communication, for example by prompt-

ing search queries. Even in an off-line setting, a traditional salesperson elicits

information from the buyer by approaching her in his store.

Despite this, it may be of interest to know when the seller preferred equilib-

rium is also the buyer preferred equilibrium. Although both the buyer and the

seller want ‘more’ information to be transmitted from seller to buyer in the final

stage of communication, it is not necessarily the case that seller preferred equi-

librium is also the buyer preferred one. This is driven by the fact the seller has

linear preferences over information whereas the buyer’s preferences are convex—

and prefers ‘riskier’ prospects. In the one attribute case, given that the seller

optimal policy is.
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is going to pander, the buyer would prefer this is towards the good she is more

interested in. This means that although the seller preferred equilibrium is pooling

(i.e. all buyer types pool together), the buyer preferred equilibrium could be a

separating equilibrium where the buyer reveals information about βg.
24 In the

model where the buyer’s preferences are across attributes (Section 5), consider Fa

such that βa ∼ U
{

1
2
− ε, 1

2
+ ε
}

where ε ∈ (0, 1
2
]. The seller preferred equilibrium

always has the buyer communicate her βa—as proved in Proposition 2. For small

values of ε, this equilibrium is also the buyer preferred equilibrium. However, for

ε ≈ 1
2
, the buyer prefers an equilibrium in which the buyer does not communicate

(babbles) and the seller randomly chooses one of the two attributes and fully re-

veals the state for that one attribute and reveals almost all the information about

the other attribute as well.25 This creates risk which the buyer prefers to only

revealing information about the attribute she is most interested in.

7.3 Alternative communication protocols and commitment

I make the assumption that u0 is learned after communication. Suppose instead

that this is privately learned by the buyer at the same time she learns β. It is

straightforward that the seller cannot achieve a higher payoff in an equilibrium in

which information about u0 is revealed as part of the message mb. Suppose that

she could and that there were messages mb that revealed information about u0

(as well as potentially about β). Consider the seller’s optimal policy. Following

the logic of Lemma 1 and 2, with a different belief over u0, the value that the

seller can secure may be different, but the policy that he secures will remain the

same. Given that the seller’s policy is unchanged (or equivalently depends only

on his belief over β), his expected payoff across all messages is the same as if no

information about u0 was revealed by the buyer. Note that this argument would

no longer hold if u0 was not drawn independently of β.

A further question of interest is what payoffs could be achieved in my set-

ting if, instead of the specified protocol, any possible communication protocol

was possible. This could include simultaneous rounds of communication that al-

low for randomisations through ‘jointly controlled lotteries’ (as in Forges (1990),

Aumann and Hart (2003) and Krishna and Morgan (2004)). Furthermore, one

24Such an equilibrium would have two messages with messages inducing a posterior β̂g above
and below 1

2 .
25In the limit when ε = 1

2 , then the seller reveals all the information as in Example 3 and the
buyer is indifferent between this and the equilibrium where she communicates and only learns
about her preferred attribute.
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could consider communication through a mediator (as in Myerson (1986)). These

possibilities clearly can only increase the set of payoffs (and increase the seller’s

maximum payoff). I believe that the communication protocol that I have studied

is both novel and quite natural for the application to a buyer and seller. Further-

more, note that as shown in the proofs of Proposition 2, the seller cannot improve

his payoff if he could commit to an information structure over the buyer’s private

information. However, in future work it would be interesting to understand to

what extent payoffs can be increased with more general protocols, and what form

a more complex ‘conversation’ takes with two sided private information.26
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Appendix A Proofs

A.1 Proof of Proposition 1

Proof. Assume throughout that EF [βg] ≥ 1
2
. If EF [βg] <

1
2
, a very similar ar-

gument can be made. Given a preference-type βg, the buyer chooses a message

mb ∈Mb to maximise her utility. The seller then correctly updates his beliefs, and

the message mb results in an information policy characterised by µ̄1 (in equation

4.1).

I will prove the result by contradiction. Suppose there are two distinct mes-

sages played in equilibrium: m and m′ and the distribution of types playing each

message is given by F̂g and F̂ ′g.

First, assume that both are played by types such that the expected value of

the seller’s posterior—given by β̂g and β̂′g respectively—are greater than 1/2. It

is straightforward that the two messages must result in information policies that

are equally informative, i.e. that µ̄1 = µ̄′1.27 If this were not the case, then no type

would choose the message with the less informative information policy (i.e. with

min {µ̄1, µ̄
′
1}). Now, I show that m and m′ can be replaced by a single message m′′

played by all types previously playing m and m′ and that results in an information

µ̄′′1 = µ̄1 = µ̄′1. So the equilibrium with m′′ is outcome equivalent to the one with

m and m′. If µ̄1 = µ̄′1 = 1
2

(i.e. the seller sends an uninformative message following

both messages from the buyer) it is straightforward that this must be the case. If

27Note that this does not mean that it must be that β̂g = β̂′g. Suppose Fg is uniform over

βg ∈
{

1
4 ,

9
10

}
, with expectation β̂g = 23

40 . This results in a policy with µ̄1 = 2
3 . The degenerate

distribution with βg = 3
5 has a different expectation, but results in the same policy µ̄′1 = 2

3 .
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µ̄1 = µ̄′1 >
1
2
, the information policies µ̄1 and µ̄′1 are given by the two equations

1− β̂g =

∫ 1

1−µ̄1
βgµ̄1dF̂g(βg) +

∫ 1−µ̄1

0

(1− βg)(1− µ̄1)dF̂g(βg),

1− β̂′g =

∫ 1

1−µ̄1
βgµ̄1dF̂

′
g(βg) +

∫ 1−µ̄1

0

(1− βg)(1− µ̄1)dF̂ ′g(βg).

Note that in each equation µ̄1 is the same. Let p and p′ be the probability of the

respective message being played and let F̂ ′′g be the distribution of types playing

the new combined message. Multiplying the first equation by p
p+p′

and the second

equation by p′

p+p′
and summing the two equations gives

1− β̂′′g =

∫ 1

1−µ̄1
βgµ̄1dF̂

′′
g (βg) +

∫ 1−µ̄1

0

(1− βg)(1− µ̄1)dF̂ ′′g (βg).

Since µ̄1 solves this equation, the information policy of the new message m′′ is also

µ̄1. So, in equilibrium there must be at most one message played with β̂g ≥ 1
2
.

A similar argument means that there must be at most one message played with

β̂g <
1
2
.

The analysis above does not rule out that there may be one message played

with β̂g ≥ 1
2

and one with β̂g <
1
2
. I now show that this is not possible. Suppose

there are two distinct messages played in equilibrium m and m′ such that the

expected value of the seller’s posterior are β̂g ≥ 1
2

and β̂′g <
1
2

with respective

distributions F̂g and F̂ ′g. Assume that in both cases this leads to the seller sending

an informative message, i.e. µ̄1 >
1
2
. Following m, the seller’s payoff from the

optimal policy is v(0, F̂g) = 1− β̂g. Similarly, for m′ the seller’s payoff is v(1, F̂ ′g) =

β̂′g. Now consider a babbling equilibrium, where the buyer sends a single message

m′′ for all types βg. Denote the probability that in the original equilibrium, m is

played by p and m′ by 1− p. Since, by assumption, pβ̂g + (1− p)β̂′g = EF [βg] ≥ 1
2
,

in the new equilibrium the seller’s payoff from the policy with message m′′ is given

by

v(0, F̂ ′′g ) = 1−
(
pβ̂g + (1− p)β̂′g

)
. (A.1)

In contrast, the expected payoff in the original equilibrium is

pv(0, F̂g) + (1− p)v(0, F̂ ′g) = p(1− β̂g) + (1− p)β̂′g. (A.2)

By subtracting A.2 from A.1, it is straightforward that the seller’s payoff is always

higher under the babbling equilibrium with message m′′ always being sent.
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Finally, note that this equilibrium is unique. Returning to rewrite equation

4.1 as

1− β̂g =

∫ 1

1−µ̄1
βgµ̄1dF̂g(βg) +

∫ 1−µ̄1

0

(1− βg)(1− µ̄1)dF̂g(βg) ≡ R(µ̄1). (A.3)

It must be that

R(1
2
) < 1− β̂g < R(1) = β̂g,

the first inequality from the fact v(0, F̂g) > v(1
2
, F̂g) and the second from the fact

β̂g > 1/2. The intermediate value theorem guarantees existence, and the solution

to A.3 is unique since R is convex.

From this it can be shown that there is a unique policy pinned down by µ̄1.

To verify this, differentiating the RHS of A.3 gives

∂

∂µ̄1

[∫ 1

1−µ̄1
βgµ̄1dF̂g(βg) +

∫ 1−µ̄1

0

(1− βg)(1− µ̄1)dF̂g(βg)

]

=

∫ 1

1−µ̄1
βgdF̂g(βg)−

∫ 1−µ̄1

0

(1− βg)dF̂g(βg)

> 0.

The inequality follows from the fact that µ̄1 > 1/2 and that β̂1 > 1/2. This means

that the RHS of A.3 is strictly increasing in µ̄1 and so by the Intermediate Value

Theorem, equation A.3 has a unique solution.

A.2 Proof of Lemma 2

Proof. Assume throughout that β̂a ≡ EF̂a
[βa] ≥ 1

2
. This means that v

(
(1, 1

2
), F̂a

)
≥

v
(

(1
2
, 1), F̂a

)
. When β̂a ≤ 1/2, v

(
(1, 1

2
), F̂a

)
≥ v

(
(1

2
, 1), F̂a

)
, and a very similar

argument can be made.

Throughout, I describe a policy which has binary support (which is not neces-

sarily an equilibrium policy) as two sets of lotteries over the possible states of the

world. Denote by πkij ∈ [0, 1] the probability that message ms
k ∈ {ms

1,m
s
2} is sent

in the state θ1 = i ∈ {0, 1} and in the state θ2 = j ∈ {0, 1}. Bayes plausibility

requires that π1
ij+π

2
ij = 1 for all i, j. Furthermore, the total probability of message

mb
k being sent is πk = πk11 + πk10 + πk01 + πk00 for k ∈ {1, 2}.
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Case 1. v
(

(1, 1
2
), F̂a

)
≥ v

(
(1, 0), F̂a

)
The following policy with binary support secures a payoff of v

(
(1, 1

2
), F̂a

)
: π1

00 =

π1
01 = 0 and π1

10 = π1
11 ∈ (0, 1]. In words, this policy reveals nothing about

attribute 2 and reveals information about attribute 1: if good 1 has high quality

for attribute 1 this is learned perfectly, while if good 2 has high quality for attribute

1 this is learned imperfectly.

Now, I show that there is no policy that secures a higher payoff than v
(

(1, 1
2
), F̂a

)
.

I assume that v
(

(1
2
, 1), F̂a

)
≥ v

(
(1

2
, 0), F̂a

)
, meaning that v

(
(1, 1

2
), F̂a

)
≥

v
(

(1
2
, 0), F̂a

)
. If the assumption in the first inequality is reversed, the same argu-

ment as below can be made, but for the set with µ2 ≥ 1
2

rather than µ1 ≥ 1
2
.

Denote by M̄ , the set of buyer posterior beliefs (µ1, µ2) where the seller obtains

a (weakly) lower payoff than the secured payoff v
(
1, 1

2

)
and the posterior beliefs

are such that µ1 ≥ 1
2
:

M̄ ≡
{

(µ1, µ2) : v (µ1, µ2) ≥ v
(

(1, 1
2
), F̂a

)}
∩
{

(µ1, µ2) : µ1 ≥ 1
2

}
.

I now introduce a lemma that restricts the possible beliefs in the set M̄ .

Lemma 3. Assume that β̂a ≥ 1
2
.

M̄ ⊆
{

(µ1, µ2) : µ1 + µ2 >
3
2

}
∪
{

(µ1, µ2) : µ1 + µ2 <
1
2

}
.

I depict an example of the set M̄ in Figure 7.

Proof. I consider only the region where (µ1, µ2) ∈
[

1
2
, 1
]
× [0, 1]—the symmetry

of the problem means an almost identical argument can be made for (µ1, µ2) ∈[
0, 1

2

]
× [0, 1].

I proceed in two steps. First, I show that v
(

(1, 1
2
), F̂a

)
≥ v

(
(µ1, µ2), F̂a

)
for

any (µ1, µ2) ∈
[

1
2
, 1
]
×
[
0, 1

2

]
(Step 1). Second, I show that for any (µ1, µ2) ∈[

1
2
, 1
]
×
[

1
2
, 1
]
, v
(

(1, 1
2
), F̂a

)
< v

(
(µ1, µ2), F̂a

)
only if µ1 + µ2 >

3
2

(Step 2).

The seller’s value function is given by:

v(µ, F̂a) = 1
2

∫
βa

max {βaµ1 + (1− βa)µ2, βa(1− µ1) + (1− βa)(1− µ2)} dF̂a(βa).

Step 1. Consider lines where µ2 is fixed for some µ2 ∈
[
0, 1

2

]
and µ1 takes

values from 1
2

to 1. For µ1 ∈
[

1
2
, 1
]
, since v is the integral over a convex func-

tion, the maximum in this range is either µ1 = 1
2

or µ1 = 1. Furthermore, since

v
(
1, 1

2

)
> v (1, 0), for µ2 ∈

[
0, 1

2

]
, v(1, µ2) is decreasing in µ2; and for µ2 ∈

[
0, 1

2

]
,
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0 1
2

1
0

1
2

1

M̄

M̄

µ1 ≡ Pr[θ1 = 1]

µ
2
≡

P
r[
θ 2

=
1]

Figure 7: Set M̄ in (µ1, µ2) belief space. The gray dotted lines delineate the
regions that any M̄ are contained in. The blue dots represent the posteriors from

the policy that secures v
(

(1, 1
2
), F̂a

)
.

v
(

1
2
, µ2

)
is increasing in µ2. Combining these we have that v

(
1, 1

2

)
≥ v (µ1, µ2)

for all (µ1, µ2) ∈
[

1
2
, 1
]
×
[
0, 1

2

]
.

Step 2. To show that for any (µ1, µ2) ∈
[

1
2
, 1
]
×
[

1
2
, 1
]
, v
(

(1, 1
2
), F̂

)
< v

(
(µ1, µ2), F̂

)
only if µ1 + µ2 >

3
2
, first observe that for any (µ1, µ2) ∈

[
1
2
, 1
]
×
[

1
2
, 1
]
, the buyer

will choose good 1 regardless of her preference type βa. The seller’s payoff is:

v(µ, F̂a) = 1
2

∫
βa

βaµ1 + (1− βa)µ2dF̂a(βa),

= 1
2

(
β̂aµ1 + (1− β̂a)µ2

)
.

This is strictly greater than v
(

(1, 1
2
), F̂a

)
if

1
2

(
β̂aµ1 + (1− β̂a)µ2

)
> 1

2

(
β̂a + (1− β̂a)1

2

)
,

which simplifies to

µ2 >
1
2

+
β̂a

1− β̂a
(1− µ1).

It is straightforward that µ1 + µ2 > 3
2

is a necessary condition for this to be

satisfied.
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Now using this lemma, I return to show that the seller cannot secure a

strictly higher payoff. For a binary policy to secure a strictly higher payoff than

v
(

(1, 1
2
), F̂a

)
, it must be that following both messages mb

1 and mb
2, the buyer’s

posterior belief is in M̄ : µ(mb
1), µ(mb

2) ⊆ M . Clearly it cannot be the case that

both posteriors either have µ1 + µ2 >
3
2

or µ1 + µ2 <
1
2
. So, have µ(mb

1) such that

µ1 + µ2 >
3
2
; and µ(mb

2) such that µ1 + µ2 <
1
2
. Calculating the posterior beliefs

in terms of π1
ij:

µ(mb
1) =

(
π1

11 + π1
10

π1
,
π1

11 + π1
01

π1

)
,

µ(mb
2) =

(
(1− π1

11) + (1− π1
10)

(4− π1)
,
(1− π1

11) + (1− π1
01)

(4− π1)

)
.

To have µ(mb
1), µ(mb

2) ⊆M , these must satisfy

π1
11 + π1

10

π1
+
π1

11 + π1
01

π1
> 3

2
,

(1− π1
11) + (1− π1

10)

(4− π1)
+

(1− π1
11) + (1− π1

01)

(4− π1)
< 1

2
.

Rewriting these inequalities

π1
11 − π1

01 − π1
10 − 3π1

00 > 0,

3π1
11 + π1

01 + π1
10 − π1

00 > 4.

Since π1
11 ≤ 1 and π1

00 ≥ 0, this implies that

π1
01 + π1

10 < 0,

π1
01 + π1

10 > 0,

which is a contradiction.

Now consider the possibility that there are more than two messages in the

seller’s policy. As before, there must be at least one message that leads to a pos-

terior in either of the two sets µ1 + µ2 >
3
2

or µ1 + µ2 <
1
2
. Note that both these

sets are convex. Suppose that there was a policy with more than two messages

where all posteriors were in these two regions. Combining all messages within

each of the two sets would lead to posteriors that were still within the two sets.

This would mean that there was a policy with two messages that secured a strictly

higher payoff than v
(

(1, 1
2
), F̂a

)
. However, as shown above this is not possible.
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Case 2. v
(

(1, 0), F̂a

)
≥ v

(
(1, 1

2
), F̂a

)
This case is very similar. The policy that secures a payoff of v

(
(1, 0), F̂a

)
requires

four messages:

ms
1 if θ1 = θ2 = 1,

ms
2 if θ1 = 1, θ2 = 0,

ms
3 if θ1 = 0, θ2 = 1,

ms
4 if θ1 = θ2 = 0.

In words, this policy completely reveals the value of both attributes.

To show that it is not possible to improve on this policy, again, it is the case

that the set of buyer posterior beliefs that lead to a strictly higher payoff for the

seller is

M ⊆
{

(µ1, µ2) : µ1 + µ2 >
3
2

}
∪
{

(µ1, µ2) : µ1 + µ2 <
1
2

}
.

Using the same argument as before, there is no policy that secures a strictly higher

payoff than v
(

(1, 0), F̂a

)
.

A.3 Proof of Proposition 2

Proof. I begin by showing that the strategies described form an equilibrium. Then,

I show that this equilibrium is a seller preferred equilibrium. Next, I show that

Assumption 3 is necessary for the equilibrium to be a persuasive equilibrium with

buyer communication. Finally, I show that the strategies are the unique seller

preferred equilibrium if Pr[βa = 1
2
] = 0.

To verify that the seller’s policy is optimal given the buyer’s strategy, consider

the seller’s problem following mb
1. The seller’s belief over βa is F̂a(m

b
1) and has sup-

port [1
2
, 1]. By Lemma 2, since β̂a ≥ 1

2
and v

(
(1, 1

2
), F̂a(m

b
1)
)
> v

(
(1, 0), F̂a(m

b
1)
)

,

the maximum payoff the seller can secure is v
(

(1, 1
2
), F̂a(m

b
1)
)

. This is achieved

by the policy of revealing only attribute 1 as in the statement of the proposition.

Next, given this choice of policy by the seller, the buyer’s communication

strategy described in the proposition is optimal. To see this, consider a buyer who

has preference-type βa ≥ 1
2

(there is a similar argument for βa <
1
2
). Her payoff
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from choosing mb
1 (and learning from the seller’s optimal policy) is I

(
1+βa

2

)
,28

while her payoff from choosing mb
2 is I

(
2−βa

2

)
. Since I(·) is an increasing function,

it is clear that the buyer’s communication strategy is optimal.

Now, I show that there cannot be another equilibrium that strictly improves

the seller’s payoff. If there are two messages that are played by a different distri-

bution of types where all type βa are either above or below βa = 1
2
, the seller’s

optimal policy following both messages will be the same. This means that an

equilibrium in which these two messages are replaced by a single message is payoff

equivalent. So, it is left to consider the possibility that there is a message played

by types both above and below βa = 1
2
.

Consider an equilibrium with a message m̄b that is sent by at least two buyer

types: βa ≥ 1
2

and β′a <
1
2
. Denote the set of types playing this message by M̄ b.

Define β̂+
a ≡ E[βa|βa ≥ 1

2
, βa ∈ M̄ b] and β̂−a ≡ E[βa|βa < 1

2
, βa ∈ M̄ b], these are the

conditional expectation of the types playing the new message given they are above

and below 1/2. Also define p̄+ ≡ Pr[βa ≥ 1
2
|βa ∈ M̄ b] and p̄− ≡ Pr[βa <

1
2
|βa ∈

M̄ b] as the respective probabilities of these. Now, I show that an equilibrium in

which these types play mb
1 and mb

2 respectively (as in the proposition) and the

seller chooses the optimal policy (again, as in the proposition) is strictly better

for the seller. The seller’s value from all buyer types playing m̄b can be derived

from Lemma 2 as before, and is

(p̄+ + p̄−) v(µ, F̂a(m̄
b)) = (p̄+ + p̄−) max

{
v
(

(1, 0), F̂a(m̄
b)
)
, v
(

(1, 1
2
), F̂a(m̄

b)
)}

.

(A.4)

The different parts of the RHS of the expression above can be calculated as:

v
(

(1, 0), F̂a(m̄
b)
)

= 1
2
p̄+β̂

+
a + 1

2
p̄−

(
1− β̂−a

)
,

v
(

(1, 1
2
), F̂a(m̄

b)
)

= 1
4
p̄+

(
1 + β̂+

a

)
+ 1

4
p̄−

(
1 + β̂−a

)
.

In the first expression (µ = (1, 0)), when βa ≥ 1
2

the payoffs are calculated using

the buyer’s valuation of the first good, and when βa <
1
2

the payoffs are calcu-

lated using the buyer’s valuation of the second good. In contrast, in the second

expression (µ = (1, 1
2
)), the payoffs are calculated using the buyer’s value of the

first good.

In the original equilibrium from the proposition, the payoff for the seller from

28Recall I(·) is defined in 4.2.
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the buyer types playing m̄b is

(p̄+ + p̄−) p̄+
1
4

(
1 + β̂+

a

)
+ p̄−

1
4

(
2− β̂−a

)
. (A.5)

By comparing A.4 to A.5, it follows that the payoff in the original equilibrium is

strictly greater than the payoff under the new equilibrium when they play m̄.

Now I show that if the distribution F satisfies Assumption 3, the equilibrium

is a persuasive equilibrium with buyer communication. To do this I compare the

seller’s payoff when the buyer is not able to communicate and the payoff in the

equilibrium above and show that the latter is always greater.

Again, I assume that β̂a ≥ 1
2

(and again, a similar argument can be made

when β̂a <
1
2
). The seller’s payoff when the buyer cannot communicate is

max
{
v
(

(1, 1
2
), F̂a

)
, v
(

(1, 0), F̂a

)}
= 1

2
max

{∫
βa + 1

2
(1− βa) dF̂a(βa),

∫
max {βa, 1− βa} dF̂a(βa)

}
The seller’s payoff in the equilibrium above when the buyer can communicate is

p+

∫
βa + 1

2
(1− βa) dF̂+

a + p−
∫

1
2
βa + 1

2
(1− βa) dF̂−a (βa),

where p+ ≡ E[βa|βa ≥ 1
2
], p− ≡ E[βa|βa < 1

2
] and F̂+

a , F̂−a are the conditional

distributions of F̂a above and below 1/2.

If

v
(

(1, 1
2
), F̂a

)
≥ v

(
(1, 0), F̂a

)
,

then the difference between the payoff in the equilibrium when the buyer can

communicate and the equilibrium when he cannot is(
p+

∫
βa + 1

2
(1− βa) dF̂+

a + (βa) + p−
∫
βa + 1

2
(1− βa) dF̂−a (βa)

)
−
(∫

βa + 1
2

(1− βa) dF̂a(βa)
)

= p−
∫ 1

2

0

(
1− 1

2
βa
)
−
(

1
2

+ 1
2
βa
)
dF̂−a (βa)

= p−
∫ 1

2

0

(
1
2
− βa

)
dF̂−a (βa)

> 0,

38



where the final inequality follows from the fact that βa ≤ 1
2

for all βa and there is

a positive mass of βa for which this holds with a strict inequality.

If

v
(

(1, 1
2
), F̂a

)
< v

(
(1, 0), F̂a

)
,

then the difference between the payoff in the equilibrium when the buyer can

communicate and the equilibrium when he cannot is(
p+

∫
βa + 1

2
(1− βa) dF̂+

a + (βa) + p−
∫
βa + 1

2
(1− βa) dF̂−a (βa)

)
−
(∫

max {βa, 1− βa} dF̂a(βa)
)

= p+

∫
1
2

(1− βa) dF̂−a (βa) + p−
∫

1
2
βadF̂

−
a (βa)

> 0.

Therefore, the equilibrium is a persuasive equilibrium with buyer communication.

When Pr[βa = 1
2
] > 0, there is a seller preferred equilibrium in which there

are 3 messages from the buyer to seller:

• the buyer sends the message mb
1 if βa >

1
2
, mb

2 if βa <
1
2
, and mb

1
2

if βa = 1
2
;

• following the message mb
j, j = 1, 2, the seller sends the message ms

1 if θj = 1

and ms
2 if θj = 0; and following the message mb

1
2

with probability half the

seller sends the message ms
11 if θ1 = 1 and ms

12 if θ1 = 0, and with probability

half the seller sends the message ms
21 if θ2 = 1 and ms

22 if θ2 = 0.

Following the reasoning above, it is straightforward to verify that this is an equilib-

rium, and that the seller’s payoff is the same as the the equilibrium above meaning

that it is a seller preferred equilibrium.

When Pr[βa = 1
2
] = 0, the equilibrium above can be replaced with the equilib-

rium in the proposition. Since A.4 is strictly lower than A.5 the (seller preferred)

equilibrium must take the form in the proposition. Furthermore, all types βa 6= 1
2

have a strict incentive to choose their specified strategy. Thus the equilibrium is

unique.
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Appendix B Extensions

B.1 One attribute model with more general buyer prefer-

ences

In this section I consider more general preference for the buyer within Section 4

and show that the main result of that section (Proposition 1) remains unchanged.

Specifically, Proposition 1 continues to hold if the preferences satisfy the fol-

lowing assumptions:29

∂u1

∂θ1

> 0,
∂2u1

∂θ2
1

≥ 0,
∂u1

∂βg
> 0,

∂2u1

∂θ1∂βg
> 0,

∂u2

∂θ1

< 0,
∂2u2

∂θ2
1

≤ 0,
∂u2

∂βg
< 0,

∂2u2

∂θ1∂βg
> 0.

I explain how the analysis in the main text and the proof of Proposition 1 can

be adapted to these more general preferences.

First, note that

v(µ, F̂g) = Eµ
∫
βg

max {u1(θ1, βg), u2(θ1, βg)} dF̂g(βg).

is still convex.30 This means that the equivalent of Lemma 1 can be obtained. It

follows that given a buyer belief F̂g, the seller has a unique policy µ̄1 as before.

Moving onto buyer preferences, for any βg, the buyer’s preferences are still

strictly increasing in µ̄1. This can be seen from the adapted expression in 4.2,

which is now:

u(µ̄1, βg) =
2µ̄1 − 1

2µ̄1

I (u2(0, βg)) +
1

2µ̄1

I (u1(µ̄1, βg) .

The first part of the proof of Proposition 1—where different messages were

played by types such that the expected value of the seller’s posterior were greater

than 1
2
—follows very closely to the existing proof. Next consider the second part—

where different messages were played by types such that the expected value of the

seller’s posterior was above and below 1
2

for different messages. Here the RHS

of equations A.1 and A.2 are exactly as before, and the result follows from the

29A previous version of this paper incorrectly stated this result without requiring that u1 and
u2 were (weakly) convex in their first arguments. I thank an anonymous referee for pointing out
this error.

30This follow from the assumption that u1 is (weakly) convex in the first argument.

40



convexity of v(0, Fg).

B.2 Two attribute model with a preference towards one

good

In this section I extend the model in Section 5 allow a preference towards one

good. More precisely the buyer’s utility is now

u1(θ, β) = βg
(
βaθ1 + (1− βa)θ2

)
,

u2(θ, β) = (1− βg)
(
βa(1− θ1) + (1− βa)(1− θ2)

)
.

F is such that βg is degenerate with βg 6= 1
2

and there is uncertainty on βa.

Without loss I assume that βg <
1
2
. I also restrict the support of F such that both

βa and βg are sufficiently close to 1
2
. It will become clear below why not allowing

‘extreme’ preferences facilitates the analysis.

As before, I start with the seller’s problem given a belief F̂ following commu-

nication from the buyer. Lemma 2 needs to adapted since it relied on βg = 1
2
.

Lemma 4. For any posterior belief over βa, F̂a, the maximum payoff the seller

can secure is

v̂(µ0, F̂a) = max
{
v
(

(1, 1
2

+ δ), F̂a

)
, v
(

(1
2

+ δ′, 1), F̂a

)
, v
(

(1, 0), F̂a

)
, v
(

(0, 1), F̂a

)}
,

for some δ and δ′ ∈ (0, 1
2
).

The difference between this result and Lemma 2 is that there are different

values of (µ1, µ2) generating the maximum payoff the seller can secure—these

differ from before by δ and δ′.

The proof of Lemma 2 can be adapted to show this result. In Figure 8, I depict

the regions where the seller can get a higher payoff than the secured payoff in the

lemma. Note that because of the restriction to ‘non-extreme’ values of β, in the

upper right region the buyer will always buy good 1 and in the lower left good 2.

Using a very similar argument to the proof of Lemma 2, there is no information

policy that is strictly contained within the two regions M̄ .

Next, following a similar reasoning to the proof of Proposition 2, if the seller

could choose an information structure over buyer’s preferences, he would just learn

whether βa is above or below 1
2
. The logic is exactly in Proposition 2. I illustrate

the equivalent figure below in Figure 9. Note that because of the restriction to

values of βa close to 1
2

it means that either v
(

(1, 1
2

+ δ), F̂a

)
or v

(
(1

2
+ δ′, 1), F̂a

)
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0 1
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1
0

1
2

1

M̄

M̄

1
2

+ δ

µ1 ≡ Pr[θ1 = 1]

µ
2
≡

P
r[
θ 2

=
1]

Figure 8: Set M̄ in (µ1, µ2) belief space. The blue dots represent the posteriors

from the policy that secures v
(

1, 1
2

+ δ), F̂a

)
.
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V

Figure 9: Value functions: blue v
(
(1, 1

2
+ δ), βa

)
, yellow v

(
(1

2
+ δ′, 1), βa

)
, orange

v ((1, 0), βa), green v ((0, 1), βa).

are optimal for the seller. Bringing these adaptations of Lemma 2 and Proposition

2 together gives the result in Proposition 3 below.

Proposition 3. There exists an ε > 0 such that if the support of F is such that

(βa, βg) ∈ [1
2
− ε, 1

2
+ ε]2, then the following result holds. If Fg is degenerate with

a bias towards good 2 (βg <
1
2
), and if Assumption 3 is satisfied then all (seller

preferred) equilibria are beneficial buyer communication equilibria. There is an

equilibrium that takes the following form:

• the buyer sends the message mb
1 if βa ≥ 1

2
and mb

2 if βa <
1
2
;

• following the message mb
j, the seller sends one of two message ms

1 and ms
2.

If θj = 1 and θ−j = 1 the seller sends the message ms
1; if θj = 1 and θ−j = 0
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the seller mixes between the two messages; if θj = 0 the seller sends ms
2.

The mixture probability is such that the posterior beliefs generated are as in

Lemma 4 above.

Furthermore, the equilibrium above is unique if and only if Pr[βa = 1
2
] = 0.

If Assumption 3 is not satisfied then no equilibrium is a persuasive equilibrium

with buyer communication.
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