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Abstract

We study mean field portfolio games under Epstein-Zin preferences, which naturally encompass

the classical time-additive power utility as a special case. In a general non-Markovian framework, we

establish a uniqueness result by proving a one-to-one correspondence between Nash equilibria and the

solutions to a class of BSDEs. A key ingredient in our approach is a necessary stochastic maximum

principle tailored to Epstein-Zin utility and a nonlinear transformation. In the deterministic setting,

we further derive an explicit closed-form solution for the equilibrium investment and consumption

policies.
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1 Introduction

In their seminal paper [10] Epstein and Zin developed a class of recursive preferences over intertemporal

consumption lotteries that permit risk attitudes to be disentangled from the degree of intertemporal

substitutability. Utility optimization problems with Epstein-Zin preferences have since been analyzed in

various settings by many authors, including [7, 19, 27, 30, 31, 33].

In this paper we consider a class of mean-field portfolio games under Epstein-Zin utility with relative

performance concerns in a general stochastic framework. Mean field games (MFGs) are a powerful tool

to analyze strategic interactions in large populations when each individual player has only a small impact

on the behavior of other players. Introduced independently by Huang, Malhamé and Caines [22] and

Lasry and Lions [25], MFGs have been successfully applied to many economic and engineering problems

ranging from optimal trading under market impact [13, 17, 16] to risk management [2], and from principal

agent problems [9], to optimal exploitation of exhaustible resources [3, 18].

Mean-field portfolio games with relative performance criteria where all players trade a common stock

were first analyzed by Espinosa and Touzi [11]. In a complete market setting, they established the

existence of a unique Nash equilibrium for general utility functions; in an incomplete market settings

with player-specific portfolio constraints, they proved the uniqueness under exponential utility. Frei and

dos Reis [12] addressed the existence of equilibria in similar games. By leveraging the DPP from [11],
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they established a one-to-one correspondence between Nash equilibria and solutions to a multidimensional

backward stochastic differential equation (BSDE) of quadratic growth and constructed a counterexample

to show that equilibria in games with performance concerns may not exist. Lacker and Zariphopoulou

[24] later considered a model where different players trade different stocks whose price dynamics is

correlated through a common noise process. They identified a unique constant equilibrium in a time-

homogeneous setting. Following up on these works, portfolio games with time-additive utilities have

been extended my many authors to an array of different settings. dos Reis and Platonov [5] studied a

portfolio game with forward utility. Fu and Zhou [14] extended the framework of [24] to a general non-

Markovian setting. They established a one-to-one correspondence between Nash equilibria and BSDEs

by extending the DPP in [11], thus obtaining existence and uniqueness of equilibria using BSDE theory.

Hu and Zariphopoulou [20] analyzed equilibrium in an Itô-diffusion environment. Liang and Zhang [26]

investigate a time-inconsistent portfolio game with exponential utility and non-exponential discounting.

Models incorporating both investment and consumption are studied in [6, 15, 23].

To the best of our knowledge, portfolio games with Epstein-Zin preferences and performance concerns

have only been studied in [4, 32]. We establish an existence of equilibrium result for such games with

deterministic, though possibly time-varying model parameters, and a uniqueness of equilibrium result

for general stochastic settings. Specifically, we prove that Nash equilibria in mean-field portfolio games

with Epstein-Zin preferences are uniquely characterized in terms of a solution to a certain quadratic

BSDE. Similar characterization results are often implicitly assumed - though rarely proved - in the

literature. For instance, [4] proves the existence of a unique simple equilibrium assuming that optimizing

the Epstein-Zin utility index is equivalent to optimizing the driver of some BSDE. This is not always the

case, though; counterexample can easily be constructed. Our uniqueness result shows that the simple

equilibrium obtained in [4] is indeed the unique bounded equilibrium.

The fact that any solution to a certain BSDE yields a Nash equilibrium is established using the martingale

optimality principle (MOP). This approach is consistent with the methodology adopted in prior works

such as [14, 15], and extends results in [21] beyond the benchmark case of time-additive utilities and

results in [33] to models with mean-field interaction.

The fact that any Nash equilibrium must satisfy the BSDE arising from the MOP uses a novel stochastic

maximum principle tailored to the Epstein-Zin setting. The key observation is that stochastic control

problems involving Epstein-Zin preferences naturally lead to an FBSDE system as their state dynamics.

Crucially, the driver of the BSDE component characterizing Epstein-Zin utility is not Lipschitz (see e.g.

[8] for the maximum principle for recursive utilities with Lipschitz drivers) which prevents us from using

established stochastic maximum principles for FBSDEs.

To connect the adjoint processes arising from the stochastic maximum principle with the desired BSDE

characterization, we introduce a nonlinear transformation that maps the adjoint processes to a candidate

process Y , which we expect to solve the targeted BSDE. Subsequently we demonstrate that the difference

between the Epstein-Zin utility associated with the optimal investment–consumption strategy and a

certain process involving the optimal wealth and the transformed process Y satisfies a linear BSDE

with zero terminal condition. This crucial step confirms that the candidate process Y coincides with

the solution to the BSDE arising from the MOP, thereby establishing a one-to-one relation between the

Nash equilibrium and the solution to certain BSDE.

To complete the necessary part of our characterization result, we also need to make sure that the space

of the equilibrium strategies and the solution space of the BSDE also correspond to each other. This is

done with the help of the explicit expression for a class of linear BSDEs established in [1].

The remainder of the paper is organized as follows. Section 2 recalls both the single player benchmark

model with Epstein-Zin utility along with its game-theoretic extensions. Section 3 establishes a one-to-

one correspondence between the Nash equilibrium and the solution to a certain BSDE. The sufficient
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condition—showing that a solution to the BSDE yields a Nash equilibrium—is presented in Section 3.1.

The necessary condition—showing that any Nash equilibrium must correspond to a BSDE solution—is

developed in Section 3.2. The uniqueness of the Nash equilibrium result is established in Section 4. In

Section 5, we provide a closed-form expression for the equilibrium investment and consumption strategy

in a deterministic setting.

2 The mean field game with Epstein-Zin utility

In this section we recall the benchmark model of a single player optimization problem with Epstein-Zin

preferences along with a game-theoretic extension with performance concerns.

We fix a common time horizon [0, T ] for all investors and assume that all random variables are de-

fined on a filtered probability space (Ω,F , (Ft)t∈[0,T ],P) that carries independent Brownian motions

W 0,W 1, · · · ,WN for some N ∈ N. The Brownian motions W 1, · · · ,WN capture idiosyncratic noises in

an N -player model while the Brownian motion W 0 captures a common noise shared by all agents.

2.1 Single agent benchmark model

In a single agent benchmark model the agent can invest in a risk-free asset that pays interest at rates

(rt) and in a risky asset whose price process (St) follows the stochastic differential equation (SDE)

dSt
St

= Rtdt+ σtdW
1
t + σ0

t dW
0
t , t ∈ [0, T ].

Standing Assumption. The processes (rt), (Rt), (σt) and (σ0
t ) are progressively measurable and

bounded.

We denote by Π = (Πt) and C = (Ct) a pair of progressively measurable processes that represent the

investor’s investment strategy and consumption plan, respectively. Specifically, Πt denotes the amount

of money invested in the risk stock and Ct denotes the amount of money consumed at time t ∈ [0, T ].

The corresponding wealth process XΠ,C then evolves according to the SDE

dXΠ,C
t = rtX

Π,C
t dt+ Πtht dt+ Πtσt dWt + πtσ

0
t dW

0
t − Ct dt, t ∈ [0, T ].

In a model without mean-field interaction the dynamics of the investor’s Epstein-Zin utility from con-

sumption is given by

Ṽ Π,C
t = E

[∫ T

t

f̃(Cs, Ṽ
Π,C
s ) ds+ αU(XΠ,C

T )

∣∣∣∣∣Ft
]
, t ∈ [0, T ], (2.1)

where it is assumed that all wealth is consumed at the terminal time, and where the aggregator function

f : [0,∞)× (−∞, 0]→ R is given by

f(c, v) =
δc1−

1
ψ

1− 1
ψ

{(1− γ)v}1−
1

θ̃ − δθ̃v, θ̃ :=
1− γ
1− 1

ψ

. (2.2)

Here δ > 0 represent the discount rate, γ > 0 specifies the relative risk aversion, ψ > 0 represents the

elasticity of intertemporal substitution (EIS), α > 0 is a rate of bequest, and the bequest function U is

of power type, i.e.

U(x) =
x1−γ

1− γ
. (2.3)
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Standing Assumption. We assume throughout this paper that1

ψγ ≥ 1, ψ ≥ 1. (2.4)

2.2 Game theoretic extensions

The single agent model models with Epstein-Zin preferences has recently been extended to multi-player

models and MFGs with relative performance concerns by [4]. Following their approach we consider an N -

player model where all player share identical Epstein-Zin preferences, and where each player i = 1, · · · , N
can trade a risk-free bond and a risky stock whose dynamics is given by

dSit
Sit

= Ritdt+ σitdW
i
t + σi0dW 0

t , t ∈ [0, T ]

The wealth dynamics is defined as in the single player case. Accounting for relative performance concerns

we denote by

C̄it :=

∏
j 6=i

Cjt

 1
N−1

, X̄i
t :=

∏
j 6=i

Xj
t

 1
N−1

, t ∈ [0, T ].

the ergodic average consumption and wealth, respectively, of player i’s competitors and consider utility

functionals of the form

V i,Π,Ct = E

[∫ T

t

fi(Cs(C̄
i
s)
−θ, V Π,C

s ) ds+ αiUi(X
Π,C
T X̄i

T )

∣∣∣∣∣Ft
]
, t ∈ [0, T ], (2.5)

where fi and Ui are defined as in (2.2) and (2.3), with δ, ψ and γ replaced by δi, ψ
i and γi, respectively.

Remark 2.1. We refer to [4] and references therein for a detailed economic motivation of the above

preference functional. We emphasize, though, that our approach differs from [4] in one important as-

pect. In [4] the authors benchmark own consumption and wealth of each player against the ergodic

averages
(∏N

j=1 C
j
) 1
N

and
(∏N

j=1X
j
) 1
N

. In particular, own consumption and wealth is included in

the benchmark. We believe that our approach of only considering average consumption and wealth of

competitors captures better the idea of relative performance concerns. For time-additive utilities, the

two approaches result in equivalent optimization problems, as the problems can be transformed into each

other by adjusting model parameters such as the risk aversion coefficient and the competition parame-

ter; see [24, Remark 2.5] for details. For Epstein-Zin utilities, such parameter distortions lack economic

intuition/justification and the two approaches may be no longer equivalent (except in the limit when the

number of players tends to infinity).

To study the MFG version of the N -player model we fix an F0-progressively measurable stochastic

process ν = (νt) (“mean field externality”) that captures the impact of aggregate intertemporal and

terminal consumption on a representative player’s utility. Specifically, in the MFG the representative

investor’s utility from consumption is then given by

V Π,C
t = E

[∫ T

t

f(Csν
−θ
s , V Π,C

s ) ds+ αU(XΠ,C
T ν−θT )

∣∣∣∣∣Ft
]
, t ∈ [0, T ]. (2.6)

In what follows an investment-consumption pair (Π, C) is called admissible if it satisfies the following

properties (cf. [31]):

1Technically, our results also hold under the conditions ψγ ≤ 1 and γ ≤ 1. However, the empirically relevant regime is

ψ > 1 and γ > 1; see [33]. The choice in (2.4) allows for a unified treatment of Epstein-Zin and power utility.
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• the wealth process XΠ,C is a.s. strictly positive at all times and all terminal wealth is used for

consumption, i.e. XT = CT ;

• the consumption process C is a.s. strictly positive, and E
[∫ T

0
Cβt dt+ CβT

]
<∞ for all β ∈ R;

• the investment process Π belongs to L2.

The set of admissible investment-consumption pairs is denoted A and the representative investor’s opti-

mization problem is then given by

sup
(Π,C)∈A

V Π,C
0 = sup

(Π,C)∈A
E

[∫ T

0

f(Csν
−θ
s , V Π,C

s ) ds+ αU(XΠ,C
T ν−θT )

]
. (2.7)

Let
(
C∗(ν),Π∗(ν)

)
be an optimal consumption-investment pair, given ν, with corresponding wealth

process X∗(ν). In a mean-field equilibrium the expected optimal consumption and wealth processes

coincides the “anticipated” externalities.

Definition 2.2. An F0-progressively measurable stochastic process ν∗ = (ν∗t ) forms a mean-field equi-

librium if a.s.

ν̂∗t = E[Ĉ∗t (ν∗)|F0
t ], 0 ≤ t < T, and ν̂∗T = E[X̂∗T (ν∗)|F0

T ]

where ξ̂ := log ξ denotes the logarithm of a strictly positive random variable ξ.

In what follows we prove that at most one (in a certain class) mean-field equilibrium can exist under our

standing assumptions. For the special case of deterministic model parameters we subsequently prove the

existence (and hence uniqueness) of an equilibrium. Having solved the MFG, solving finite player game

requires only minor adjustment of previously given arguments.

3 Characterization of mean-field equilibria

In this section we establish our characterization of equilibrium result. We prove that any mean-field

equilibrium satisfies a certain BSDE and that, conversely, any solution to the said BSDE yields a mean-

field equilibrium.

3.1 From BSDE to Nash equilibrium

To identify the FBSDE system and subsequently the BSDE that any mean-field equilibrium must satisfy

we first solve the representative investor’s optimization problem for any fixed externality using the

martingale optimality principle. Subsequently, we solve the fixed-point problem to characterize MFG

equilibria.

3.1.1 Optimization

To solve the representative investor’s utility optimization problem for a given externality, we introduce

the auxiliary process

RΠ,C
t = α

X1−γ
t

1− γ
eYt +

∫ t

0

f

(
Csν

−θ
s , α

X1−γ
s

1− γ
eYs
)
ds, t ∈ [0, T ], (3.1)
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where Y denotes the first component of the (unique) solution to a BSDE of the form

−dYt = gt dt− Zt dWt − Z0
t dW

0
t , YT = −θ(1− γ) log νT , (3.2)

where the driver g is to be determined such that the following conditions are satisfied:

• for each admissible investmet-consumption pair (Π, C) the process RΠ,C is a supermartingale,

• for some admissible investmet-consumption pair (Π∗, C∗) the process RΠ∗,C∗ is a martingale,

• the initial values RΠ,C
0 are independent of the choice of (Π, C).

The following remark justifies our approach. It shows that under the above assumptions, the pair (Π∗, C∗)

is an optimal strategy.

Remark 3.1. From the definition of the utility processes V Π,C and RΠ,C , we know that

• the process V Π,C
t +

∫ t
0
f(Csν

−θ
s , V Π,C

s ) ds is a local martingale

• the process α
X1−γ
t

1−γ e
Yt +

∫ t
0
f(Csν

−θ
s , α

X1−γ
s

1−γ e
Ys) ds is a local supermartingale,

and that

V Π,C
T = α

(XΠ,C
T )1−γ

1− γ
eYT .

Thus, by the comparison principle in [33, proof of Proposition 2.2, Step 3], it holds that

α
(XΠ,C

t )1−γ

1− γ
eYt ≥ V Π,C

t , t ∈ [0, T ].

Since the left-hand side of the above inequality is independent of (Π, C) at time t = 0 we see that

α
x1−γ

1− γ
≥ sup

Π,C
V Π,C

0 .

Since RΠ∗,C∗ is assumed to be a martingale, the following equality holds for some process (Z,Z0):

α
(XΠ∗,C∗

t )1−γ

1− γ
eYt +

∫ t

0

f

(
C∗s ν

−θ
s , α

(XΠ∗,C∗

s )1−γ

1− γ
eYs
)
ds =

∫ t

0

Zs dWs +

∫ t

0

Z0
s dW

0
s , t ∈ [0, T ].

It follows that the process

α
(XΠ∗,C∗)1−γ

1− γ
eY

satisfies the recursive utility equation. As a result,

V Π∗,C∗

t = α
(XΠ∗,C∗

t )1−γ

1− γ
eYt , t ∈ [0, T ].

In particular, V Π∗,C∗

0 = αx
1−γ

1−γ e
Y0 from which we conclude that (Π∗, C∗) is an optimal strategy.

It remains to determine the driver g of the BSDE (3.2). By Itô’s formula,

d
(X1−γ

t

1− γ
eYt
)

=
X1−γ
t

1− γ
eYt
(
−gt +

Z2
t + (Z0

t )2

2

)
dt+

X1−γ
t

1− γ
eYtZt dWt +

X1−γ
t

1− γ
eYtZ0

t dW
0
t

+ eYt
{
rtX

1−γ
t + ΠthtX

−γ
t − CtX−γt − γ

2
X−1−γ
t Π2

t (σ
2
t + (σ0

t )2)
}
dt

+ eYtX−γt Πt

(
σt dWt + σ0

t dW
0
t

)
+ eYtZtX

−γ
t Πtσt dt+ eYtZ0

tX
−γ
t Πtσ

0
t dt,
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from which we see that

d
(
RΠ,C
t

)
= α

X1−γ
t

1− γ
eYt
{
−gt +

Z2
t + (Z0

t )2

2

+(1− γ)
(
rt +

Πt

X∗t
ht −

Ct
Xt
− γ

2

Π2
t

X2
t

(σ2
t + (σ0

t )2) + Zt
Πt

Xt
σt + Z0

t

Πt

Xt
σ0
t

)}
dt

+ α

(
X1−γ
t

1− γ
eYtZt + eYtX−γt Πtσt

)
dWt + α

(
X1−γ
t

1− γ
eYtZ0

t + eYtX−γt Πtσ
0
t

)
dW 0

t

+

{
δ(Csν

−θ
s )1− 1

ψ

1− 1
ψ

{
αX1−γ

t eYt
}1− 1

θ̃ − δθ̃αX
1−γ
t

1− γ
eYt

}
dt.

The driver of the above BSDE is strictly concave in the investment-consumption pair (Πt, Ct). Setting

its partial derivatives w.r.t. Πt and Ct equal to zero, the poinwise maximizer is given by

Π∗ ≡ h+ σZ + σ0Z0

γ(σ2 + (σ0)2)
X := π∗X

C∗ ≡ δψ(ν−θ)ψ−1(αeY )−
ψ

θ̃ X := c∗X.

(3.3)

Taking these quantities back into the driver of RΠ,C and letting

g :=
Z2 + (Z0)2

2
+ (1− γ)r +

1− γ
2γ

(h+ σZ + σ0Z0)2

σ2 + (σ0)2

+
1− γ
ψ − 1

δψ(ν−θ)ψ−1(αeY )−
ψ

θ̃ − δθ̃
(3.4)

we see that the driver of the BSDE (3.1) vanishes for the pair (Π∗, C∗) and is non-positive for any admis-

sible pair (Π, C). Thus, the process RΠ∗,C∗ is a martingale while the process RΠ,C is a supermartingale

for any admissible strategy.

3.1.2 The fixed point condition

The fixed point condition reads

ν̂∗t ≡ E[ĉ∗t |F0
t ] + E[X̂∗t |F0

t ], 0 ≤ t < T, and ν̂∗T ≡ E[X̂∗T |F0
T ],

where the process c∗ is determined in (3.3). In particular, c∗T = 1 for any admissible consumption plane

C∗. Moreover, for 0 ≤ t < T , in view of the optimality condition (3.3) the equilibrium consumption

process satisfies

c∗t = δψe−θ(ψ−1) log ν∗t (αeYt)−
ψ

θ̃ = δψe−θ(ψ−1)E[ĉ∗t |F
0
t ]e−θ(ψ−1)E[X̂∗t |F

0
t ](αeYt)−

ψ

θ̃ , (3.5)

which implies that the conditional expectation E[ĉ∗t |F0
t ] satisfies the equation

E[ĉ∗t |F0
t ] = E[ψ log δ]− E[θ(ψ − 1)]E[ĉ∗t |F0

t ]− E[θ(ψ − 1)]E[X̂∗t |F0
t ]− E

[
ψ

θ̃
logα

]
− E

[
ψ

θ̃
Yt

∣∣∣∣F0
t

]
.

Thus,

E[ĉ∗t |F0
t ] =

1

1 + E[θ(ψ − 1)]

{
E[ψ log δ]− E[θ(ψ − 1)]E[X̂∗t |F0

t ]− E
[
ψ

θ̃
logα

]
− E

[
ψ

θ̃
Yt

∣∣∣∣F0
t

]}
and so

ν̂∗t = E[X̂∗t |F0
t ] + E[ĉ∗t |F0

t ]

=
1

1 + E[θ(ψ − 1)]

{
E[ψ log δ]− E

[
ψ

θ̃
logα

]
− E

[
ψ

θ̃
Yt

∣∣∣∣F0
t

]}
+

1

1 + E[θ(ψ − 1)]
E[X̂∗t |F0

t ].
(3.6)
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Define

Ỹ := Y + θ(1− γ)E[X̂∗|F0].

This process satisfies the backward equation with zero terminal condition

Ỹt = − θ(1− γ)

∫ T

t

E
[
rs + π∗shs − c∗s −

1

2
(π∗s )2(σ2

s + (σ0
s)2)

∣∣∣∣F0
s

]
ds

+

∫ T

t

{
Z2
s + (Z0

s )2

2
+ (1− γ)rs +

1− γ
2γ

(hs + σsZs + σ0
sZ

0
s )2

σ2 + (σ0)2

+
1− γ
ψ − 1

δψ(ν∗s )−θ(ψ−1)(αeYs)−
ψ

θ̃ − δθ̃
}
ds

−
∫ T

t

Zs dWs −
∫ T

t

{
Z0
s + θ(1− γ)E[π∗sσ

0
s |F0

s ]
}
dW 0

s .

(3.7)

To bring this equation into standard BSDE format we set

Z̃ := Z, Z̃0 := Z0 + θ(1− γ)E[π∗σ0|F0] = Z0 + θ(1− γ)E
[
h+ σZ + σ0Z0

γ(σ2 + (σ0)2)
σ0

∣∣∣∣F0

]
, (3.8)

where the second equality is equivalent to

Z0 = Z̃0 −
θ(1− γ)E

[
σ0(h+σZ̃+σ0Z̃0)
γ(σ2+(σ0)2)

∣∣∣F0
]

1 + E
[
θ(1−γ)(σ0)2

γ(σ2+(σ0)2)

∣∣∣F0
] . (3.9)

Moreover, using the definition of Ỹ , the equalities in (3.5) and (3.6) imply that on [0, T )

c∗ = δψα−
ψ

θ̃ exp

(
−θ(ψ − 1)ν̂ − ψ

θ̃
Y

)
= δψα−

ψ

θ̃ exp

(
− θ(ψ − 1)

1 + E[θ(ψ − 1)]

{
E[ψ log δ]− E

[
ψ

θ̃
logα

]}
+

θ(ψ − 1)

1 + E[θ(ψ − 1)]
E
[
ψ

θ̃
Ỹ

∣∣∣∣F0

]
− ψ

θ̃
Ỹ

)
= exp

(
− θ(ψ − 1)

1 + E[θ(ψ − 1)]

{
E[ψ log δ]− E

[
ψ

θ̃
logα

]
− E

[
ψ

θ̃
Ỹ

∣∣∣∣F0

]}
+ ψ log δ − ψ

θ̃
logα− ψ

θ̃
Ỹ

)
.

(3.10)

Taking the first equality in (3.8) and (3.9) into the first equality in (3.3), we get the equilibrium investment

process

π∗ =
h+ σZ̃ + σ0Z̃0

γ(σ2 + (σ0)2)
−

σ0θ(1− γ)E
[
σ0(h+σZ̃+σ0Z̃0)
γ(σ2+(σ0)2)

∣∣∣F0
]

γ(σ2 + (σ0)2)
(

1 + E
[
θ(1−γ)(σ0)2

γ(σ2+(σ0)2)

∣∣∣F0
]) (3.11)

Taking the first equality in (3.8) and (3.9) into (3.7), we get

Ỹt = − θ(1− γ)

∫ T

t

E[rs|F0
s ] ds+

∫ T

t

{
(1− γ)rs − δθ̃

}
ds+ θ(1− γ)

∫ T

t

E[c∗s|F0
s ] ds

+

∫ T

t

1− γ
ψ − 1

c∗s ds+

∫ T

t

JZ̃,Z̃0(s) ds−
∫ T

t

Z̃s dWs −
∫ T

t

Z̃0
s dW

0
s ,

(3.12)

where c∗ is given by (3.10), and JZ̃,Z̃0 collects all terms containing Z̃ and Z̃0, which is the same as [15,

Appendix B], with γ there replaced by 1− γ.

The following theorem summarizes the findings of this subsection.

Theorem 3.2. If the mean field BSDE (3.12) admits a solution (Ỹ , Z̃, Z̃0) ∈ L∞ × H2
BMO × H2

BMO,

then the mean-field portfolio game admits an equilibrium consumption rate c∗ ∈ L∞ and an equilibrium

investment rate π∗ ∈ H2
BMO given by (3.10) and (3.11), respectively. Let X∗ be the corresponding wealth

process it holds that (c∗X∗, π∗X∗) ∈ A.
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Remark 3.3. Theorem 3.2 only considers the consumption and investment in equilibrium. The best

response can also be studied if the dynamics of ν is assumed to follow some SDE.

3.2 From Nash equilibrium to BSDE

So far we derived a BSDE whose solution yields a mean-field equilibrium to our portfolio game. We

proceed to prove that any Nash equilibrium satisfies the previously obtained BSDE.

In what follows we denote f1 and f2 the derivative of f w.r.t. the first and the second argument,

respectively. In particular,

f2(C, V ) =
δC1− 1

ψ

1− 1
ψ

(
1− 1

θ̃

)
(1− γ)

(
(1− γ)V

)− 1

θ̃ − δθ̃ (3.13)

We start with the following necessary maximum principle for Epstein-Zin preferences.

Proposition 3.4. Let ν by an F0-progressively measurable process such that E
[∫ T

0
νβt ds+ νβT

]
< ∞

for each β ∈ R. Let (Π∗, C∗) = (Π∗(ν), C∗(ν)) ∈ A be an optimal control of (2.7) and (X∗, V ∗) be the

corresponding state process. Define the following (well posed) system of adjoint equations:{
−dpt = rtpt dt− qt dWt − q0

t dW
0
t := rtpt dt− q̃>t dW̃t, pT = −αU ′(X∗T ν−θT )ν−θT QT

dQt = f2(C∗t ν
−θ
t , V ∗t )Qt dt, Q0 = −1.

(3.14)

Then, it holds that

ph+ qσ + qσ0 = 0, p+ f1(C∗ν−θ, V ∗)ν−θQ = 0. (3.15)

Proof. Step 1. A priori estimates. We start with a series of a priori estimates.

• We first consider the utility process. For any admissible pair (Π, C) it follows from [31, Theorem

4.6] that

Y γ ≤ V Π,C ≤ Uγ ◦ U−1
1
ψ

(Y
1
ψ ), (3.16)

where (following the notation in [31])

Y %t := eδtE

[∫ T

t

δe−δsU%(Csν
−θ
s ) ds+ e−δTU%(CT ν

−θ
T )

∣∣∣∣∣Ft
]

and U%(C) := α
C1−%

1− %
.

Our assumptions on the consumption plan C guarantee that the lower bound of the utility process

V Π,C belongs to
⋂
β>0 S

β . Since

Uγ ◦ U−1
1
ψ

(x) =
1

1− γ

{(
1− 1

ψ

)
x

} 1−γ
1− 1

ψ
,

the upper bound also belongs to
⋂
β>0 S

β . Moreover, it follows from (3.16) that (1− γ)V Π,C ≥ 0.

Hence,

f2(C, V ) ≤ −δθ̃.

• We proceed to bound the adjoint variables. By (3.13), the process Q satisfies

0 > Qt = − exp

(∫ t

0

f2(C∗s , V
∗
s ) ds

)
≥ −e−δθ̃t.
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Moreover, the processes p and q satisfy

0 < pt = E
[
−e
∫ T
t
rs dsα(X∗T )−γν

−θ(1−γ)
T QT

∣∣∣Ft] ≤ E
[
e
∫ T
t
rs ds−δθ̃Tα(X∗T )−γν

−θ(1−γ)
T

∣∣∣Ft] .
Since X∗T = C∗T and because C∗T is integrable we deduce that p ∈

⋂
β>0 S

β . Since∫ T

t

q̃>s dW̃s =

∫ T

t

rsps ds+ pT − pt,

this implies that

E

(∫ T

0

q2
s ds

) β
2

+

(∫ T

0

(q0
s)2 ds

) β
2

 <∞, for all β > 0.

Step 2. A variational system. Let us fix an admissible strategy (Π, C) and consider the variational

system
dXt =

{
rtXt + (Πt −Π∗t )ht − (Ct − C∗t )

}
dt+ (Πt −Π∗t )σt dWt + (Πt −Π∗t )σ

0
t dW

0
t ,

−dVt =
{
f1(C∗t ν

−θ
t , V ∗t )(Ct − C∗t )ν−θt + f2(C∗t ν

−θ
t , V ∗t )Vt

}
dt−Zt dWt −Z0

t dW
0
t ,

X0 = 0, VT = αU ′(X∗T ν
−θ
T )XT ν−θT .

(3.17)

By [29, Proposition 6.2.1],

Vt = E

[
VT e

∫ T
t
f2(C∗s ν

−θ
s ,V ∗s ) ds +

∫ T

t

f1(C∗s ν
−θ
s , V ∗s )(Cs − C∗s )ν−θs e

∫ s
t
f2(C∗s ν

−θ
s ,V ∗s ) dr ds

∣∣∣∣∣Ft
]
,

which implies that V ∈
⋂
β>0 S

β . Hence,

E

(∫ T

0

Z2
s ds

)β
+

(∫ T

0

(Z0
s )2 ds

)β <∞, for all β > 0.

To identify the initial value V0 we apply an integration by parts to obtain that

VTQT

= − V0 +

∫ T

0

Vtf2(C∗t ν
−θ
t , V ∗t )Qt dt−

∫ T

0

Qt

{
f1(C∗t ν

−θ
t , V ∗t )(Ct − C∗t )ν−θt + f2(C∗t ν

−θ
t , V ∗t )Vt

}
dt

+

∫ T

0

QtZt dWt +

∫ T

0

QsZ0
s dW

0
s

= − V0 −
∫ T

0

Qtf1(C∗t ν
−θ
t , V ∗t )(Ct − C∗t )ν−θt dt+

∫ T

0

QtZt dWt +

∫ T

0

QtZ0
t dW

0
t

(3.18)

and

XT pT

=

∫ T

0

Xtqt dWt +

∫ T

0

Xtq0
t dW

0
t +

∫ T

0

pt

{
ht(Πt −Π∗t )− (Ct − C∗t )

}
dt

+

∫ T

0

σtpt(Πt −Π∗t ) dWt +

∫ T

0

σ0
t pt(Πt −Π∗t ) dW

0
t +

∫ T

0

σtqt(Πt −Π∗t ) dt+

∫ T

0

σ0
t q

0
t (Πt −Π∗t ) dt

=

∫ T

0

{
ptht(Πt −Π∗t )− pt(Ct − C∗t ) + σtqt(Πt −Π∗t ) + σ0

t q
0
t (Πt −Π∗t )

}
dt

+

∫ T

0

Xtqt dWt +

∫ T

0

Xtq0
t dW

0
t +

∫ T

0

σtpt(Πt −Π∗t ) dWt +

∫ T

0

σtp
0
t (Πt −Π∗t ) dW

0
t .

(3.19)
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Summing up (3.18) and (3.19) shows that

V0 =

∫ T

0

(ptht + qtσt + q0
t σ

0
t )(Πt −Π∗t ) dt−

∫ T

0

(
pt +Qtf1(C∗t ν

−θ
t , V ∗t )ν−θt

)
(Ct − C∗t ) dt

+

∫ T

0

{QtZt + Xtqt + σtpt(Πt −Π∗t )} dWt +

∫ T

0

{
QtZ0

t + Xtq0
t + σ0

t pt(Πt −Π∗t )
}
dWt.

In view of Step 1, the stochastic process∫ ·
0

{QtZt + Xtqt + σtpt(Πt −Π∗t )} dWt +

∫ ·
0

{
QtZ0

t + Xtq0
t + σ0

t pt(Πt −Π∗t )
}
dW 0

t

is a true martingale. Thus,

V0 = E

[∫ T

0

(ptht + qtσt + q0
t σ

0
t )(Πt −Π∗t ) dt−

∫ T

0

(
pt +Qtf1(C∗t ν

−θ
t , V ∗t )ν−θt

)
(Ct − C∗t ) dt

]
. (3.20)

Step 3: A perturbation result. We now prove perturbation results for state processes from which we

then conclude our maximum principle.

We denote for any admissible pair (Π, C) and any ρ > 0 by (Xρ, V ρ) be the state process corresponding

to the control

(Π∗ + ρ(Π−Π∗), C∗ + ρ(C − C∗)) .

• We first establish the convergence of the processes Xρ−X∗ and Xρ−X∗
ρ −X where X was defined

in (3.17). The dynamics of the process Xρ −X∗ follows the linear SDE

d(Xρ
t −X∗t ) = rt(X

ρ
t −X∗t ) dt+ ρht(Πt −Π∗t ) dt+ ρσt(Πt −Π∗t ) dWt

+ ρσ0
t (Πt −Π∗t ) dW

0
t − ρ(Ct − C∗t ) dt

Xρ
0 −X∗0 = 0

and for each β > 0,

E
[

sup
0≤t≤T

|Xρ
t −X∗t |β

]

≤ CρβE

(∫ T

0

|Πs −Π∗s|+ |Cs − C∗s | ds

)β+ CρβE

(∫ T

0

(Πs −Π∗s)
2 ds

) β
2


→ 0, as ρ→ 0.

Moreover, uniqueness of solutions to the above SDE yields that a.s.

Xρ −X∗

ρ
−X = 0.

• Next, we consider the convergence of the processes V ρ − V ∗ and V ρ−V ∗
ρ − V where V was also

defined in (3.17). The BSDE for the process V ρ − V ∗ can be linearized as

−d(V ρt − V ∗t ) = (Cρt − C∗t )ν−θt

∫ 1

0

f1(C∗t ν
−θ
t + λ(Cρt − C∗t )ν−θt , V ρt ) dλ

+ (V ρt − V ∗t )

∫ 1

0

f2(C∗t ν
−θ
t , V ∗t + λ(V ρt − V ∗t )) dλ

− (Zρt − Z∗t ) dWt − (Zρ,0t − Z0,∗
t ) dW 0

t

:=
{
At(V

ρ
t − V ∗t ) +Bt

}
dt− (Zρt − Z∗t ) dWt − (Zρ,0t − Z0,∗

t ) dW 0
t ,

V ρT − V
∗
T = α(Xρ

T −X
∗
T )µ−θT

∫ 1

0

U ′(X∗Tµ
−θ
T + λ(Xρ

T −X
∗
T )µ−θT ) dλ.
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We note that

B ∈
⋂
β>0

Sβ and V ρT − V
∗
T ∈

⋂
β>0

Sβ .

The above BSDE admits a unique solution if we truncate B and replace B by B∧n for some n ∈ N;

the corresponding solution is denoted by (∆V n,∆Zn). Standard comparison arguments show that

∆V n is increasing in n; we denote the pointwise limit by ∆V . Since

∆V nt = E

[
e
∫ T
t
As ds(V ρT − V

∗
T ) +

∫ T

t

e
∫ s
t
Ar dr(Bs ∧ n) ds

∣∣∣∣∣Ft
]

it follows by monotone convergence that

∆Vt = E

[
e
∫ T
t
As ds(V ρT − V

∗
T ) +

∫ T

t

e
∫ s
t
Ar drBs ds

∣∣∣∣∣Ft
]
,

and so it follows from the previous result that

lim
ρ→0

E
[

sup
0≤t≤T

|∆Vt|β
]

= 0 for any β > 0.

We now apply a similar argument to the process V ρ−V ∗
ρ − V. The BSDE for this process can be

linearized as

−d
(
V ρt − V ∗t

ρ
− Vt

)
=
{(V ρt − V ∗t

ρ
− Vt

)∫ 1

0

f2(C∗t ν
−θ
t , V ∗t + λ(V ρt − V ∗t )) dλ

+ Vt
∫ 1

0

{
f2(C∗t ν

−θ
t , V ∗t + λ(V ρt − V ∗t ))− f2(C∗t ν

−θ
t , V ∗t )

}
dλ

+ (Ct − C∗t )ν−θt

∫ 1

0

{
f1(C∗t ν

−θ
t + λ(Cρt − C∗t )ν−θt , V ∗t ) dλ− f1(C∗t ν

−θ
t , V ∗t )

}
dλ

−
(
Zρt − Z∗t

ρ
−Zt

)
dWt −

(
Zρt − Z∗t

ρ
−Z0

t

)
dW 0

t

:=

{(
V ρt − V ∗t

ρ
− Vt

)
I1(t) + I2(t) + I3(t)

}
dt

−
(
Zρt − Z∗t

ρ
−Zt

)
dWt −

(
Z0,ρ
t − Z0,∗

t

ρ
−Z0

t

)
dW 0

t ,

V ρT − V ∗T
ρ

− VT = αXTµ−θT
∫ 1

0

{
U ′(X∗Tµ

−θ
T + λ(Xρ

T −X
∗
T )µ−θT )− U ′(X∗Tµ−θT )

}
dλ.

Truncating the processes I2 and I3 by n the resulting BSDE admits the unique solution

(∆V )ρ,nt = E

[(
V ρT − V ∗T

ρ
− VT

)
e
∫ T
t
I1(r) dr +

∫ T

t

e
∫ s
t
I1(r) dr(I2(s) ∧ n+ I3(s) ∧ n) ds

∣∣∣∣∣Ft
]
.

A standard comparison principle along with the monotone convergence theorem shows that the

sequence (∆V )ρ,nt as n→∞ converges pointwise to the process

(∆V )ρt = E

[(
V ρT − V ∗T

ρ
− VT

)
e
∫ T
t
I1(r) dr +

∫ T

t

e
∫ s
t
I1(r) dr(I2(s) + I3(s)) ds

∣∣∣∣∣Ft
]
.

The previously established convergence of Xρ −X∗ and V ρ − V ∗ yields that

lim
ρ→0

E
[

sup
0≤t≤T

|(∆V )ρt |β
]

= 0 for each β > 0.
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Step 4. Conclusion. In view of (3.20) and the previously established convergence of the processes
V ρ−V ∗

ρ − V, it holds for any admissible (Π, C) that

0 ≥ V ρ0 − V ∗0
ρ

→ V0

= E

[∫ T

0

(ptht + qtσt + q0
t σ

0
t )(Πt −Π∗t ) dt−

∫ T

0

(
pt +Qtf1(C∗t , V

∗
t )ν−θt

)
(Ct − C∗t ) dt

]
.

(3.21)

Remark 3.5. The inequality (3.21) should be compared with the utility gradient method in [31, Theorem

3.4], where no adjoint variables were introduced:

V0(C)− V0(C∗)

≤ E

[∫ T

0

e
∫ s
t
f2(C∗s ν

−θ
s ,V ∗s ) dsf1(C∗ν−θs , V ∗s )(Cs − C∗s )ν−θs ds+ αe

∫ T
0
f2(C∗s ν

−θ
s .V ∗s ) dsU ′(C∗T ν

−θ
T )ν−θT (CT − C∗T )

]
,

where V0(C) is the utility index corresponding to the consumption plan C. To obtain our BSDE (3.4)

from any given optimal strategy (or equilibrium strategy), a version of utility gradient inequality in terms

of adjoint variables in the spirit of (3.21) is required.

We are now ready to show that any optimal control satisfies the BSDE with the driver (3.4). As a result,

any equilibrium strategy must satisfy mean field BSDE (3.12) determined in Section 3.1.2.

Theorem 3.6. Let (Π∗, C∗) ∈ A be an optimal control and (X∗, V ∗) be the corresponding state process.

Then,

Π∗ ≡ h+ σZ + σ0Z0

γ(σ2 + (σ0)2)
X∗ := π∗X∗, C∗ ≡ δψ(ν−θ)ψ−1(αeY )−

ψ

θ̃ X∗ := c∗X∗, (3.22)

where (Y, Z, Z0) satisfies the BSDE with the driver (3.4).

Proof. The proof consists of three steps. First, we define a stochastic process Y in terms of the optimal

wealth process X∗ and the adjoint processes p and Q which - together with some process (Z,Z0) to be

defined - satisfies a BSDE. We also relate Π∗ with the (Z,Z0).

We then verify that the optimal utility process satisfies V ∗ = α (X∗)1−γ

1−γ eY . In a final step, we verify that

the optimal consumption process C∗ can be expressed in terms of Y , and (Y,Z, Z0) satisfies the same

BSDE as in Section 3.1.1.

Step 1. We start by defining a stochastic process Y in terms of the adjoint processes p and Q defined

in (3.14) through

p = αU ′(X∗)eY (−Q).

That is,

Y = log p− logα− logU ′(X∗)− log(−Q).

By Itô’s formula,

dYt

=

{
−U

′′(X∗t )

U ′(X∗t )
X∗t (rt + π∗t ht − c∗t )−

U ′′′(X∗t )U ′(X∗t )− (U ′′(X∗t ))2

2(U ′(X∗t ))2

{
(X∗t π

∗
t σt)

2 + (X∗t π
∗
t σ

0
t )2
}

−rt −
q2
t + (q0

t )2

2p2
t

− f2(c∗tX
∗
t ν
−θ
t , V ∗t )

}
dt

+

{
qt
pt
− U ′′(X∗t )

U ′(X∗t )
π∗tX

∗
t σt

}
dWt +

{
q0
t

pt
− U ′′(X∗t )

U ′(X∗t )
π∗tX

∗
t σ

0
t

}
dW 0

t .

(3.23)
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Let

Z :=
q

p
− U ′′(X∗)

U ′(X∗)
π∗X∗σ, Z0 :=

q0

p
− U ′′(X∗)

U ′(X∗)
π∗X∗σ0,

so that

q = p

{
U ′′(X∗)

U ′(X∗)
π∗X∗σ + Z

}
, q0 = p

{
U ′′(X∗)

U ′(X∗)
π∗X∗σ0 + Z0

}
. (3.24)

From the first equality in (3.15) we conclude that

ph+ p

{
U ′′(X∗)

U ′(X∗)
π∗X∗σ + Z

}
σ + p

{
U ′′(X∗)

U ′(X∗)
π∗X∗σ0 + Z0

}
σ0 = 0,

which implies that

π∗ = − h+ σZ + σ0Z0

U ′′(X∗)
U ′(X∗) X

∗(σ2 + (σ0)2)
.

Since U is a power function,

π∗ =
h+ σZ + σ0Z0

γ(σ2 + (σ0)2)
. (3.25)

We emphasize that (3.25) coincides with (3.22) only if (Y,Z, Z0) follows the BSDE with the driver (3.4).

Step 2. By the second equality in (3.15), we have that

p+ f1(c∗X∗ν−θ, V ∗)Qν−θ = 0

and so

αU ′(X∗)eY (−Q) + δ(c∗X∗ν−θ)−
1
ψ

{
(1− γ)V ∗

}1− 1

θ̃
Qν−θ = 0.

This implies that

c∗ = (X∗)ψγ−1e−ψY
(
δ

α

)ψ
{(1− γ)V ∗}ψ(1− 1

θ̃
)ν−θ(ψ−1) (3.26)

and that

(c∗X∗ν−θ)1− 1
ψ =

(
δ

α

)ψ(1− 1
ψ )

{(1− γ)V ∗}ψ(1− 1

θ̃
)(1− 1

ψ )
(X∗)ψγ(1− 1

ψ )e−ψ(1− 1
ψ )Y ν−θ(ψ−1). (3.27)

We proceed by comparing the BSDEs for α (X∗)1−γ

1−γ eY and for V ∗. Since YT = −θ(1 − γ) log νT , the

processes V ∗ and α (X∗)1−γ

1−γ eY share the same terminal value. Moreover, by Itô’s formula,

(X∗t )1−γ

1− γ
eYt =

x1−γ

1− γ
eY0 +

∫ t

0

(X∗s )1−γ

1− γ
eYs
{
−(1− γ)rs + γhsπ

∗
s −

γ

2
(π∗s )2(σ2

s + (σ0
s)2)

− 1

2
(−γπ∗sσs + Zs)

2 − 1

2
(−γπ∗sσ0

s + Z0
s )2 +

1

2
Z2
s +

1

2
(Z0

s )2

−γc∗s −
δ(c∗sX

∗
s ν
−θ
s )1− 1

ψ

1− 1
ψ

(1− γ)(1− 1

θ̃
) {(1− γ)V ∗s }

− 1

θ̃ + δθ̃

}
ds

+

∫ t

0

eYs
{

(X∗s )1−γ(rs + π∗shs)− (X∗s )1−γc∗s −
γ

2
(X∗s )1−γ(π∗s )2(σ2

s + (σ0
s)2)

}
ds

+

∫ t

0

(X∗s )1−γπ∗sσse
YsZs ds+

∫ t

0

(X∗s )1−γπ∗sσ
0
se
YsZ0

s ds

+

∫ t

0

(X∗s )1−γ

1− γ
eYsZ̃>s dW̃s +

∫ t

0

eYs(X∗s )1−γπ∗s σ̃
>
s dW̃s.
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Collecting all terms with π∗ and/or (Z,Z0) in the driver of (X∗)1−γ

1−γ eY , we get

(X∗)1−γ

1− γ
eY
{
γhπ∗ − γ

2
(π∗)2(σ2 + (σ0

s)2)− 1

2
(−γπ∗σ + Z)2 − 1

2
(−γπ∗σ0 + Z0)2 +

1

2
Z2 +

1

2
(Z0)2

}
+ eY

{
(X∗)1−γπ∗h− γ

2
(X∗)1−γ(π∗)2(σ2 + (σ0)2)

}
+ (X∗)1−γπ∗σeY Z + (X∗)1−γπ∗σ0eY Z0

=
(X∗)1−γ

1− γ
eY
{
γhπ∗ − γ

2
(π∗)2(σ2 + (σ0)2)− 1

2
(−γπ∗σ + Z)2 − 1

2
(−γπ∗σ0 + Z0)2 +

1

2
Z2 +

1

2
(Z0)2

+(1− γ)π∗h− (1− γ)γ

2
(π∗)2(σ2 + (σ0)2) + (1− γ)π∗σZ + (1− γ)π∗σ0Z0

}
= 0,

where we used the representation (3.25) obtained in Step 1. Thus,

(X∗t )1−γ

1− γ
eYt =

x1−γ

1− γ
eY0 +

∫ t

0

(X∗s )1−γ

1− γ
eYs

{
−c∗s −

δ(c∗sX
∗
s ν
−θ
s )1− 1

ψ

1− 1
ψ

(1− γ)(1− 1

θ̃
) {(1− γ)V ∗s }

− 1

θ̃ + δθ̃

}
ds

+

∫ t

0

(X∗s )1−γ

1− γ
eYs(Z̃>s + (1− γ)π∗s σ̃

>
s ) dW̃s.

By (3.26) and (3.27), the dynamics of (X∗)1−γ

1−γ eY can be rewritten as

(X∗t )1−γ

1− γ
eYt

=
x1−γ

1− γ
eY0 +

∫ t

0

{
− 1

1− γ

(
δ

α

)ψ
(X∗s )ψγ−γe(1−ψ)Ys {(1− γ)V ∗s }

ψ(1− 1

θ̃
)
ν−θ(ψ−1)
s

−

(
1

1− 1
ψ

− 1

1− γ

)
(X∗s )1−γ

1− γ
eYsδ(1− γ)

(
δ

α

)ψ−1

{(1− γ)V ∗s }
ψ(1− 1

θ̃
)(1− 1

ψ )− 1

θ̃ (X∗s )γ(ψ−1)e(1−ψ)Ysν−θ(ψ−1)

+δθ̃
(X∗s )1−γ

1− γ
eYs
}
ds+

∫ t

0

(X∗s )1−γ

1− γ
eYs(Z̃>s + (1− γ)π∗s σ̃

>
s ) dW̃s.

Taking (3.27) into account, the dynamics of V ∗ can be rewritten as

−dV ∗t =

{
δ(c∗tX

∗
t ν
−θ
t )1− 1

ψ

1− 1
ψ

{(1− γ)V ∗t }
1− 1

θ̃ − δθ̃V ∗t

}
dt− Z∗t dWt − Z0,∗

t dW 0
t

=

{
δ

1− 1
ψ

(
δ

α

)ψ−1

{(1− γ)V ∗t }
ψ(1− 1

θ̃
)
(X∗t )γ(ψ−1)e(1−ψ)Ytν

−θ(ψ−1)
t − δθ̃V ∗t

}
dt− Z∗t dWt − Z0,∗

t dW 0
t

As a result,

d

(
α

(X∗t )1−γ

1− γ
eYt − V ∗t

)
= α

(
1

1− 1
ψ

− 1

1− γ

)(
δ

α

)ψ
{(1− γ)V ∗t }

ψ(1− 1

θ̃
)
(X∗t )γ(ψ−1)e(1−ψ)Ytν

−θ(ψ−1)
t dt

−α

(
1

1− 1
ψ

− 1

1− γ

)
(X∗t )1−γ

1− γ
eYtδ(1− γ)

(
δ

α

)ψ−1

{(1− γ)V ∗t }
ψ(1− 1

θ̃
)−1

(X∗t )γ(ψ−1)e(1−ψ)Ytν
−θ(ψ−1)
t dt

+ δθ̃

(
α

(X∗t )1−γ

1− γ
eYt − V ∗t

)
dt+ Z ′t dWt + Z

′0
t dW 0

t

= α(θ̃ − 1)

(
δ

α

)ψ
{(1− γ)V ∗t }

ψ(1− 1

θ̃
)−1

(X∗t )γ(ψ−1)e(1−ψ)Ytν
−θ(ψ−1)
t

(
V ∗t − α

(X∗t )1−γ

1− γ
eYt
)
dt
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+ δθ̃

(
α

(X∗t )1−γ

1− γ
eYt − V ∗t

)
dt+ Z ′t dWt + Z

′0
t dW 0

t

:= Dt
(
α

(X∗t )1−γ

1− γ
eYt − V ∗t

)
dt+ Z ′t dWt + Z

′0
t dW 0

t ,

for some positive process D. Thus, the difference

α
(X∗)1−γ

1− γ
eY − V ∗

satisfies a linear BSDE with monotone driver and zero terminal condition. Such BSDEs admit a unique

solution, namely zero; see [28, Theorem 4.1] and [29, Proposition 6.2.1].

Step 3. Taking the identity V ∗ = α (X∗)1−γ

1−γ eY from Step 2 into (3.26) we get

c∗ = δψ(αY )−
ψ

θ̃ ν−θ(ψ−1). (3.28)

Taking (3.24) and (3.28) into the driver of (3.23), one can verify that (Y, Z, Z0) satisfies the BSDE in

Section 3.1.1.

By Theorem 3.2 and Theorem 3.6 we have the following one-to-one correspondence between the equilib-

rium investment and consumption rates and the solution to the BSDE (3.12).

Theorem 3.7. Equilibrium investment and consumption rates of mean field portfolio games with Epstein-

Zin utility that satisfy the conditions

(π∗, c∗) ∈ H2
BMO×L∞, (π∗X∗, c∗X∗) ∈ A, E [pT |Ft] = E

(∫ t

0

ϑ>s dW̃s

)
for some ϑ ∈ H2

BMO (3.29)

admit a one-to-one correspondence to solutions (Ỹ , Z̃, Z̃0) ∈ L∞ × H2
BMO × H2

BMO to the mean field

BSDE (3.12). The relation is given by

π∗ =
h+ σZ̃ + σ0Z̃0

γ(σ2 + (σ0)2)
−

σ0θ(1− γ)E
[
σ0(h+σZ̃+σ0Z̃0)
γ(σ2+(σ0)2)

∣∣∣F0
]

γ(σ2 + (σ0)2)
(

1 + E
[
θ(1−γ)(σ0)2

γ(σ2+(σ0)2)

∣∣∣F0
]) (3.30)

and 
c∗ = exp

(
− θ(ψ − 1)

1 + E[θ(ψ − 1)]

{
E[ψ log δ]− E

[
ψ

θ̃
logα

]
− E

[
ψ

θ̃
Ỹ

∣∣∣∣F0

]}
+ψ log δ − ψ

θ̃
logα− ψ

θ̃
Ỹ

)
on [0, T ),

c∗T = 1.

(3.31)

Proof. We proceed in three steps.

Step 1. By Theorem 3.6, any equilibrium rate (π∗, c∗) such that (π∗X∗, c∗X∗) ∈ Amust be characterized

by the solution to the following mean field FBSDE system

dX∗t = X∗t

(
(rt + π∗t ht) dt+ π∗t σt dWt + π∗t σ

0
t dW

0
t

)
− c∗tX∗t dt

−dYt =

{
Z2
t + (Z0

t )2

2
+ (1− γ)rt +

1− γ
2γ

(ht + σtZt + σ0
tZ

0
t )2

σ2
t + (σ0

t )2

+
1− γ
ψ − 1

δψ(ν∗t )−θ(ψ−1)(αeYt)−
ψ

θ̃ − δθ̃
}
dt− Zt dWt − Z0

t dW
0
t

X0 = x, YT = −θ(1− γ)E[X̂∗T |F0
T ],

(3.32)
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where

π∗ =
h+ σZ + σ0Z0

γ(σ2 + (σ0)2)
, c∗ = δψ(ν∗)−θ(ψ−1)(αeY )−

ψ

θ̃ ,

and

ν̂∗ =
1

1 + E[θ(ψ − 1)]

{
E[ψ log δ]− E

[
ψ

θ̃
logα

]
− E

[
ψ

θ̃
Y

∣∣∣∣F0

]}
+

1

1 + E[θ(ψ − 1)]
E[X̂∗|F0].

By the same argument as in the proof of Theorem 3.2, (π∗, c∗) satisfies (3.30) and (3.31), with (Ỹ , Z̃, Z̃0)

satisfies (3.12).

The other direction has been established by Theorem 3.2. In the next two steps, we will verify that the

equilibrium space and the solution space also have a one-to-one correspondence.

Step 2. If the triple (Ỹ , Z̃, Z̃0) ∈ L∞ ×H2
BMO ×H2

BMO is a solution to the mean field BSDE (3.12),

then the strategy (π∗, c∗) defined in (3.30) and (3.31) satisfies (π∗, c∗) ∈ H2
BMO × L∞.

It remains to verify that the adjoint variable p defined through (π∗, c∗) and (3.14) satisfies the third

condition in (3.29). To do so, we apply the explicit expression for adjoint equation in [1, Section 1.4.1].

In view of Proposition 3.4 and Theorem 3.6 we have the following correspondence between adjoint

variables and the optimal control:

(Z,Z0) =

(
q

p
+ γσπ∗,

q0

p
+ γσ0π∗

)
, (3.33)

where we recall (Z,Z0) is the (Z,Z0)-component of (3.32), which has a one-to-one correspondence with

the (Z̃, Z̃0)-component of (3.12). It implies that (Z,Z0) ∈ H2
BMO ×H2

BMO.

By [1, Equation (51) and Equation (52)], (
qt
pt
,
q0
t

pt

)
= ϑt, (3.34)

where ϑ satisfies

E[pT |Ft] = E
(∫ t

0

ϑ>s dW̃s

)
.

Since Z, Z0 and π∗ belong to H2
BMO, it follows from (3.33) that the processes q

p and q0

p also belong to

H2
BMO. The same holds for the process ϑ, due to (3.34). Thus, the third condition in (3.29) holds.

Step 3. If (π∗, c∗) is an equilibrium strategy satisfying the all conditions in (3.29), then it follows from

Step 1 that it can be characterized by the mean field BSDE (3.12) via (3.30) and (3.31). In particular,

the relation (3.31) implies that

Ỹ = − θ̃
ψ

log c∗ − θθ̃(ψ − 1)

ψ
E[log c∗|F0] + θ̃ log δ − logα,

which belongs to L∞ since c∗ ∈ L∞ by (3.29). Using the relations (3.33) and (3.34) again, we have Z

and Z0 belong H2
BMO by (3.29). Thus, (Z̃, Z̃0) ∈ H2

BMO ×H2
BMO.

Remark 3.8. The third condition in (3.29) is consistent with the reverse Hölder inequality in [11, 12, 14,

15], where time additive utility (exponential or power utility) is considered. In general, this condition

is necessasry to establish the one-to-one correspondence between the equilibrium investment and the

Z-component of solution to some (F)BSDE in the BMO space. However, this condition can be dropped

if either the following two conditions holds:
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• If there is only common noise, i.e. σ0 = 0, then (3.30) yields a one-to-one correspondence between

π∗ and Z0, which implies that π∗ ∈ H2
BMO is equivalent to Z0 ∈ H2

BMO, even without the third

condition in (3.29). This also implies that π∗ ∈ L∞ and Z0 ∈ L∞.

• If all coefficients are deterministic, then Z̃ = Z̃0 = 0 and π∗ ∈ H2
BMO trivially holds, if it exists.

4 Uniqueness of mean-field equilibrium strategy in H2
BMO × L∞

By Theorem 3.7, to establish our uniqueness of equilibrium result, it is sufficient and necessary to show

that the BSDE (3.12) admits at most one solution.

Theorem 4.1. For each R > 0, there exists at most one equilibrium investment and consumption rates

(π∗, c∗) ∈ H2
R,BMO × L∞ satisfying (3.29), when the competition parameter θ is small enough. Here,

H2
R,BMO is the R-ball of H2

BMO.

Proof. Let (Ỹ , Z̃, Z̃0) and (Ỹ ′, Z̃ ′, Z̃0′) be solutions to the BSDE (3.12) in L∞ × H2
BMO × H2

BMO and

let

∆Y := Ỹ − Ỹ ′, ∆Z := Z̃ − Z̃ ′, ∆Z0 := Z̃0 − Z̃0′ .

It follows that

∆Yt = θ(1− γ)

∫ T

t

E[∆c∗s|F0
s ] ds+

∫ T

t

1− γ
ψ − 1

∆c∗s ds+

∫ T

t

∆Js ds−
∫ T

t

∆Zs dWs −
∫ T

t

∆Z0
s dW

0
s ,

where

∆c∗ =
c∗ − c∗′

∆Y
∆Y

with c∗−c∗
′

∆Y being bounded since Ỹ , Ỹ ′ ∈ L∞ and where the process ∆J can be expressed in terms of

the functions fa and fab defined in [15, Appendix B] as

∆J = − θγE
[
f
σh

∆Z + f
σ0h

∆Z
0

∣∣∣∣F0

]
+ θγE

[
θγf

σ0h

∣∣∣∣F0

] E
[
fσ

0σ∆Z + fσ
0σ0∆Z0

∣∣∣F0
]

1 + E[θγfσ0σ0 |F0]

+ θγE

 1

2
(1− γ)σ̃

>
σ̃

2f
h

+ f
σ

(Z̃ + Z̃
′
) + f

σ0
(Z̃

0
+ Z̃

0′
)−

θγfσ
0
E
[
2fσ

0h + fσ
0σ(Z̃ + Z̃′) + fσ

0σ0 (Z̃0 + Z̃0′ )|F0
]

1 + E[θγfσ0σ0 |F0]


×

fσ∆Z + f
σ0

∆Z
0 −

θγfσ
0
E
[
fσ

0σ∆Z + fσ
0σ0∆Z0

∣∣∣F0
]

1 + E
[
θγfσ0σ0

∣∣∣F0
]


∣∣∣∣∣∣∣F0



−
1

2

Z̃0
+ Z̃

0′ −
θγE

[
2fσ

0h + fσ
0σ(Z̃ + Z̃′) + fσ

0σ0 (Z̃0 + Z̃0′ )
∣∣∣F0

]
1 + E

[
θγfσ0σ0

∣∣∣F0
]


θγE

[
fσ

0σ∆Z + fσ
0σ0∆Z0

∣∣∣F0
]

1 + E
[
θγfσ0σ0

∣∣∣F0
]

−
γ(1− γ)σ̃>σ̃

2

2f
h

+ f
σ

(Z̃ + Z̃
′
) + f

σ0
(Z̃

0
+ Z̃

0′
)−

θγfσ
0
E
[

2fσ
0h + fσ

0σ(Z̃ + Z̃′) + fσ
0σ0 (Z̃0 + Z̃0′ )

∣∣∣F0
]

1 + E
[
θγfσ0σ0

∣∣∣F0
]


×
θγfσ

0
E
[
fσ

0σ∆Z + fσ
0σ0∆Z0

∣∣∣F0
]

1 + E
[
θγfσ0σ0

∣∣∣F0
]

+
Z̃ + Z̃′

2
∆Z

+
γ(1− γ)σ̃>σ̃

2

2f
h

+ f
σ

(Z̃ + Z̃
′
) + f

σ0
(Z̃

0
+ Z̃

0′
)−

θγfσ
0
E
[

2fσ
0h + fσ

0σ(Z̃ + Z̃′) + fσ
0σ0 (Z̃0 + Z̃0′ )

∣∣∣F0
]

1 + E
[
θγfσ0σ0

∣∣∣F0
]

 f
σ

∆Z

+
γ(1− γ)σ̃>σ̃

2

2f
h

+ f
σ

(Z̃ + Z̃
′
) + f

σ0
(Z̃

0
+ Z̃

0′
)−

θγfσ
0
E
[

2fσ
0h + fσ

0σ(Z̃ + Z̃′) + fσ
0σ0 (Z̃0 + Z̃0′ )

∣∣∣F0
]

1 + E
[
θγfσ0σ0

∣∣∣F0
]

 f
σ0

∆Z
0
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+
1

2

Z̃0
+ Z̃

0′ −
θγE

[
2fσ

0h + fσ
0σ(Z̃ + Z̃′) + fσ

0σ0 (Z̃0 + Z̃0′ )
∣∣∣F0

]
1 + E

[
θγfσ0σ0

∣∣∣F0
]

∆Z
0

:= θ∆J̃ + C∆Z + C0∆Z
0
.

All terms in the definition of ∆J that do not congtain θ are linear terms of (∆Z,∆Z0) and can hence

be dropped by a change of measure:

dQ
dP

= E
{∫ ·

0

Cs dWs +

∫ ·
0

C0
s dW

0
s

}
.

Since Z̃, Z̃0, Z̃ ′ and Z̃0′ are in H2
BMO, (WQ,W 0,Q) is a Q-Brownian motion, where

WQ
· = W· −

∫ ·
0

Cs ds,

W 0,Q
· = W 0

· −
∫ ·

0

C0
s ds.

As a result,

∆Yt = θ(1− γ)

∫ T

t

E[∆c∗s|F0
s ] ds+

∫ T

t

1− γ
ψ − 1

∆c∗s ds+ θ

∫ T

t

∆J̃s ds−
∫ T

t

∆Zs dW
Q
s −

∫ T

t

∆Z0
s dW

0,Q
s .

Itô’s formula and standard estimate imply that

ess sup
ω,t≤s≤T

(∆Ys)
2 + ‖∆Z‖2BMO,Q + ‖∆Z0‖2BMO,Q

≤ C

∫ T

t

ess sup
ω,t≤r≤s

(∆Yr)
2 ds+ θC‖∆Z‖2BMO,Q + θC‖∆Z0‖2BMO,Q,

where C depends on R. It implies ∆Y = ∆Z = ∆Z0 = 0 by Grönwall’s inequality and letting θ be small

enough.

5 Wellposedness under deterministic parameters

This section proves the existence of an equilibrium in closed form for models with deterministic parame-

ters;2 both the MFG and the N -player game are considered. Moreover, we verify that this equilibrium is

the unique equilibrium in the space L∞ × L∞, without additional integrability assumptions. As special

case we show that the simple equilibrium obtained in [4] is indeed the unique equilibrium in their setting.

5.1 The MFG

We start with the analysis of the MFG; similar results for N -player games require only minor modifica-

tions of the arguments that follow.

Uniqueness in L∞ × L∞. To prove the uniqueness of equilibria in the space of bounded processes we

denote by (Ỹ , Z̃, Z̃0) and (Ỹ ′, Z̃ ′, Z̃0′) two solutions to the BSDE (3.12) in L∞ × L∞ × L∞ and set

∆Y := Ỹ − Ỹ ′, ∆Z := Z̃ − Z̃ ′, ∆Z0 := Z̃0 − Z̃0′ .

2They may depend on an initial distribution capturing initial heterogeneity.
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The triple (∆Y,∆Z,∆Z0) satisfies the BSDE

∆Yt =

∫ T

t

(
A1,sE

[
ψ

θ̃
∆Ys

∣∣∣∣F0
s

]
+A2,s∆Ys

)
ds+

∫ T

t

(
A3,sE[A4,s∆Zs|F0

s ] +A5,sE[A6,s∆Z
0
s |F0

s ]
)
ds

+

∫ T

t

(
A7,s∆Zs +A8,s∆Z

0
s

)
ds−

∫ T

t

∆Zs dWs −
∫ T

t

∆Z0
s dW

0
s ,

where the coefficients A1, ..., A8 all belong to L∞ since (Ỹ , Z̃, Z̃0) and (Ỹ ′, Z̃ ′, Z̃0′) are assumed to belong

to L∞ × L∞ × L∞. Standard estimates show that

E
[
(∆Yt)

2
]

+ E

[∫ T

t

(∆Zs)
2 + (∆Z0

s )2 ds

]

= 2E

[∫ T

t

(
A1,s∆YsE

[
ψ

θ̃
∆Ys

∣∣∣∣F0
s

]
+A2,s(∆Ys)

2 +A3,s∆YsE
[
A4,s∆Zs|F0

s

]
+A5∆YsE[A6,s∆Z

0
s |F0

s ]

)
ds

]

+ 2E

[∫ T

t

∆Ys
(
A7,s∆Zs +A8,s∆Z

0
s

)
ds

]

≤ CE

[∫ T

t

(∆Ys)
2 ds

]
+

1

2
E

[∫ T

t

(∆Zs)
2 + (∆Z0

s )2 ds

]
,

which, by Grönwall’s inequality, implies that ∆Y = ∆Z = ∆Z0.

We note that (π, c) ∈ L∞ × L∞ implies the first two conditions in (3.29) automatically hold. Moreover,

recalling the second point in Remark 3.8, we know that there exists at most one equilibrium investment

rate and consumption rate in L∞ × L∞.

Closed form solution. We proceed to give the unique equilibrium in closed form. If the model

parameters are deterministic, then Z̃ = Z̃0 = 0, which implies that

Z = 0, Z0 = −
θ(1− γ)E

[
σ0h

γ(σ2+(σ0)2)

]
1 + E

[
θ(1−γ)(σ0)2

γ(σ2+(σ0)2)

] ,

and

π∗ =
h

γ(σ2 + (σ0)2)
− σ0

γ(σ2 + (σ0)2)
×
θ(1− γ)E

[
σ0h

γ(σ2+(σ0)2)

]
1 + E

[
θ(1−γ)(σ0)2

γ(σ2+(σ0)2)

] .

Taking the above equalities into the driver of Ỹ , we get that

Ỹt = − θ(1− γ)

∫ T

t

E
[
rs + π∗shs − c∗s −

1

2
(π∗s )2(σ2

s + (σ0
s)2)

]
ds

+

∫ T

t

{
(Z0

s )2

2
+ (1− γ)rs +

1− γ
2γ

(hs + σ0
sZ

0
s )2

σ2
s + (σ0

s)2
+

1− γ
ψ − 1

c∗s − δθ̃
}
ds

=

∫ T

t

{
θ(1− γ)E[c∗s] +

1− γ
ψ − 1

c∗s

}
ds

− θ(1− γ)

∫ T

t

E
[
rs + π∗shs −

1

2
(π∗s )2(σ2

s + (σ0
s)2)

]
ds

+

∫ T

t

{
(Z0

s )2

2
+ (1− γ)rs +

1− γ
2γ

(hs + σ0Z0)2

σ2 + (σ0)2
− δθ̃

}
ds.

(5.1)

We now show that the above equation can be reduced to a system of Riccati equations. To this end, we

set

A :=
(Z0)2

2
+ (1− γ)r +

1− γ
2γ

(h+ σ0Z0)2

σ2 + (σ0)2
− δθ̃ − θ(1− γ)E

[
r + π∗h− 1

2
(π∗)2(σ2 + (σ0)2)

]
. (5.2)
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Moreover, from (3.31) we get that

c∗ = exp

(
− θ(ψ − 1)

1 + E[θ(ψ − 1)]

{
E[ψ log δ]− E

[
ψ

θ̃
logα

]
− E

[
ψ

θ̃
Ỹ

∣∣∣∣F0

]}
+ ψ log δ − ψ

θ̃
logα− ψ

θ̃
Ỹ

)
= exp

(
θ(ψ − 1)

1 + E[θ(ψ − 1)]
E
[
Ŷ
∣∣∣F0

]
− Ŷ

)
,

(5.3)

where

Ŷ := −ψ log δ +
ψ

θ̃
logα+

ψ

θ̃
Ỹ .

Expressing the optimal consumption plan c∗ in terms of Ŷ as shown in (5.3) and recalling the equation

(5.1) we see that

Ŷ ′ = −ψ
θ̃
θ(1− γ)E

[
exp

(
θ(ψ − 1)

1 + E[θ(ψ − 1)]
E[Ŷ ]− Ŷ

)]
− ψ

θ̃

1− γ
ψ − 1

exp

(
θ(ψ − 1)

1 + E[θ(ψ − 1)]
E[Ŷ ]− Ŷ

)
− ψ

θ̃
A

= − θ(ψ − 1)E
[
exp

(
θ(ψ − 1)

1 + E[θ(ψ − 1)]
E[Ŷ ]− Ŷ

)]
− exp

(
θ(ψ − 1)

1 + E[θ(ψ − 1)]
E[Ŷ ]− Ŷ

)
− ψ

θ̃
A.

Taking expectations we get that

E[Ŷ ]′ = −(E [θ(ψ − 1)] + 1)E
[
exp

(
θ(ψ − 1)

1 + E[θ(ψ − 1)]
E[Ŷ ]− Ŷ

)]
− E

[
ψ

θ̃
A

]
from which we conclude that

θ(ψ − 1)

E [θ(ψ − 1)] + 1
E[Ŷ ]′ − Ŷ ′ = exp

(
θ(ψ − 1)

1 + E[θ(ψ − 1)]
E[Ŷ ]− Ŷ

)
− θ(ψ − 1)

E [θ(ψ − 1)] + 1
E
[
ψ

θ̃
A

]
+
ψ

θ̃
A.

Let us now put

Y̊ :=
θ(ψ − 1)

E [θ(ψ − 1)] + 1
E[Ŷ ]− Ŷ and Y̆ = exp(Y̊ ).

Then,

Y̊ ′ = eY̊ − θ(ψ − 1)

E [θ(ψ − 1)] + 1
E
[
ψ

θ̃
A

]
+
ψ

θ̃
A.

and so the function Y̆ satisfies the Riccati equation

Y̆ ′ = Y̆ 2 +

(
− θ(ψ − 1)

E [θ(ψ − 1)] + 1
E
[
ψ

θ̃
A

]
+
ψ

θ̃
A

)
Y̆

with the terminal condition

Y̆T = exp

(
θ(ψ − 1)

E[θ(ψ − 1)] + 1
E
[
−ψ log δ +

ψ

θ̃
logα

]
−
(
−ψ log δ +

ψ

θ̃
logα

))
:= D. (5.4)

The unique solution of the above Riccati equation is given by

Y̆t = D

{
exp

(∫ T

t

Br dr

)
+D

∫ T

t

exp

(∫ s

t

Br dr

)
ds

}

where

B =

(
− θ(ψ − 1)

E [θ(ψ − 1)] + 1
E
[
ψ

θ̃
A

]
+
ψ

θ̃
A

)
. (5.5)

Thus, we have shown the following result, which includes [4, Theorem 2.6] as a special case.
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Theorem 5.1. If the model parameters h, σ and σ0 are deterministic, then the unique equilibrium

investment and consumption plan are given as follows:

π∗t =
ht

γ(σ2
t + (σ0

t )2)
− σ0

t

γ(σ2
t + (σ0

t )2)
×
θ(1− γ)E

[
σ0
tht

γ(σ2
t+(σ0

t )2)

]
1 + E

[
θ(1−γ)(σ0

t )2

γ(σ2
t+(σ0

t )2)

] , t ∈ [0, T ]

and

c∗t = D

{
exp

(∫ T

t

Br dr

)
+D

∫ T

t

exp

(∫ s

t

Br dr

)
ds

}
, t ∈ [0, T ],

where A, D and B are given by (5.2), (5.4) and (5.5). In particular, the simple equilibrium strategy

obtained in [4] is unique in L∞ × L∞ in their setting.

5.2 The N-player game

Having solved the MFG, solving N -player games requires only minor modifications of previously given

arguments. In the N -player game we set

ν =

∏
j 6=i

Cj

 1
N−1

.

A lengthy yet relatively straightforward computation yields the equilibrium investment strategy

πi,∗t =
hit

γi(σi)2 +
(
γi − θi(1−γi)

N−1

)
(σi0t )2

− θi(1− γi)σi0t
γi(σit)

2 +
(
γi − θi(1−γi)

N−1

)
(σi0t )2

φNt
1 + ψNt

, t ∈ [0, T ]

where

φN :=
1

N − 1

N∑
j=1

hjσj0

γj(σj)2 +
(
γj − θj(1−γj)

N−1

)
(σj0)2

and

ψN :=
1

N − 1

N∑
j=1

θj(1− γj)(σj0)2

γj(σj)2 +
(
γj − θj(1−γj)

N−1

)
(σj0)2

,

and the equilibrium consumption plan

ci,∗ = Di

{
exp

(∫ T

t

Bir dr

)
+Di

∫ T

t

exp

(∫ s

t

Bir dr

)
ds

}
,

where the coefficients Bi and Di are given by

Bi = biAi − ai

1 + 1
N−1

∑N
i=1 a

i

1

N − 1

N∑
i=1

biAi,

bi =

ψi−1
1−γi

1− θi(ψi−1)
N−1

, ai =
θi(ψi − 1)

1− θi(ψi−1)
N−1

,

with

Ai = − θi(1− γi) 1

N − 1

∑
j 6=i

{
rj + πj,∗hj − 1

2

(
(σj)2 + (σj0)2

)
(πj,∗)2

}
+

(Zi0)2

2
+

1

2

∑
j 6=i

(Zij)2

+ (1− γi)ri +
1− γi

2γi
(hi + σi0Zi0)2

(σi)2 + (σi0)2
− δiθ̃i,
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Zi0 =−
θi(1−γi)
N−1

1− θi(1−γi)(σi0)2

(N−1)γi((σj)2+(σj0)2)

∑
j 6=i

σj0hj

γj {(σj)2 + (σj0)2}

+

θi(1−γi)
N−1

1− θi(1−γi)(σi0)2

(N−1)γi((σj)2+(σj0)2)

· 1

1 + ψN

N∑
i=1

θi(1−γi)(σi0)2

(N−1)γi((σj)2+(σj0)2)

1− θi(1−γi)(σi0)2

(N−1)γi((σj)2+(σj0)2)

∑
j 6=i

σj0hj

γj {(σj)2 + (σj0)2}
,

and

Zij = − θiγi

N − 1

σi0Zi0 + hi

γi((σi)2 + (σi0)2)
.
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